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VMWARE NSX DISTRIBUTED FIREWALL: Policy Rules

Configuration

Introduction

NSX Distributed Firewall (DFW) provides capability to enforce firewalling function
directly at the vNIC layer of a virtual machine (VM). It is the core component of a
micro-segmentation security model where east-west traffic can now be viewed,
inspected and enforced at near line rate processing, preventing any type of lateral
attack.

This technical white paper gives details about how to easily configure and create and
consume DFW rules. The first part will cover performing creation using tools such as
the DFW Rule Table and Service Composer, and will finish showing new capabilities
added in NSX 6.3 with the Application Rule Manager. Application Rule Manger
allows admins to create and verify DFW Rule Table policies quickly based on actual
communication flows from the application workloads themselves.

We assume reader has already some knowledge of NSX objects, DFW and Service
Composer functions. Please refer to the appropriate collateral found in the reference
section for more information on individual NSX components.

DFW Object Grouping Model

It's important to understand the methodologies that can be used to build NSX DFW
policies. Not all policies apply for the same situation or configuration of the
applications, infrastructure, or networking of the organization. The following section
takes each of these methodologies and highlights appropriate usage.

Methodologies

The following methodologies are the typical use cases for building security rule sets
within the NSX DFW.

®
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Tailor made policies, specific to individual
applications tier, function or roles

*  Not tied to physical or logical topologies

* Able to be automated (with careful planning)

Rules based on logical constructs
Requires knowledge of logical & physical
boundarles

INFRASTRUCTURE +  Granularity dictated by topology

IP/MAC Based Policies
*  Static rule definitions
TW * Difficult to operate/scale
NE 0 RK Normally used for physical firewall
migrations

Figure 1 - Micro-segmentation Methodologies

Application

In this approach, grouping is based on the application type (e.g: VMs tagged as
“Web_Servers”), application environment (e.g: all resources tagged as
“Production_Zone”) and application security posture. The advantage of this approach
is the security posture of the application is not tied to either network constructs or
infrastructure. Security policies can move with the application irrespective of network
or infrastructure boundaries. Policies can be templated and reusable across
instances of same types of applications and workloads. You can use variety of
mechanisms to group. The security team needs to be aware of only the application
needed to be secured based on the policies. The security policies follow the
application life cycle, i.e. comes alive when the application is deployed and is
destroyed when the application is decommissioned.

®
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When not to use this: If the environment is static without mobility and infrastructure
functions are properly demarcated. You do not need to use application-based
policies.

Application-based policy approach will greatly aid in moving towards a Self-Service
IT model. The Security team needs to be only aware of how to secure an application
without knowing the underlying topology. Concise and reusable security rules will
require application awareness. Thus a proper security posture can be developed via
application based policies.

Infrastructure

In this approach, grouping is based on infrastructure like vCenter clusters, logical
switches, distributed port groups, etc. An example of this would be, clusters 1 to
cluster 4 are earmarked for PCI applications. In such a case, grouping can be done
based on cluster names and rules can be enforced based on these groups. Another
example would be, if you know which logical switches in your environment are
connected to which applications. E.g. App Tier Logical switch contains all VMs
pertaining to application X’. The security team needs to work closely with the
vCenter administration team to understand logical and physical boundaries.

When not to use this: If there are no physical or logical boundaries in your
environment then this type of approach is not suitable. Also, you need to be very
careful where you can deploy your applications. For example, if you would like to
deploy a PCI workload to any cluster that has adequate compute resources
available; the security posture cannot be tied to a cluster but should move with the
application.

Network

This is the traditional approach of grouping based on L2 or L3 elements. Grouping
can be based on MAC addresses or IP addresses or a combination of both. NSX
supports this approach of grouping objects. The security team needs to aware of
networking infrastructure to deploy network-based policies. There is a high
probability of security rule sprawl as grouping based on dynamic attributes is not
used. This method of grouping works great if you are migrating existing rules from a
different vendor’s firewall.

®
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When not to use this: In dynamic environments, e.g. Self-Service IT; Cloud
automated deployments, where you are adding/deleting of VMs and application
topologies at a rapid rate, MAC addressed based grouping approach may not be
suitable as there will be delay between provisioning a VM and adding the MAC
addresses to the group. If you have an environment with high mobility like vMotion
and HA, L3/IP based grouping approaches may not be adequate either.

NSX Security Consumption Model

NSX Consumption model simplifies provisioning, audit, troubleshooting of security.
Security policies are tied to the workload and not the infrastructure. Troubleshooting
can now start at the workload instead of starting at infrastructure components. End-
Users and Cloud Admins can now define a Security Policy once and apply to a group
of workloads, Security Groups.

WHAT you

HOW you want to
want to protect

protect

Figure 2 - NSX Consumption Model

Security Groups

Security Groups is an extremely important concept. It allows you to abstract out the
grouping of workloads from the underlying infrastructure topology. This allows a
Security Policy to be written for a workload or for a zone like PCI zone, DMZ or
production zone. Extremely powerful granular DFW rules can be written or can be
combined with other security controls like Intrusion Prevention (IPS), Next
Generation Firewall (NGFW), Vulnerability Scanner, Anti-Virus (AV).

A Security Group is a logical construct that allows grouping into a common container
of the following elements

e  Static Criteria — vCenter/NSX Objects

e Dynamic Criteria — VM Properties

®
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Static Criteria includes both inclusion criteria and exclusion criteria. Static Inclusion
provides capability to manually include particular objects into the Security Group.
Static Exclusion provides capability to manually exclude particular objects from the
Security Group. For dynamic inclusion criteria, Boolean logic can be used to create
groups between various criteria.

A Security Group constructs a logical grouping of VMs based on this calculation:

Dynamic Inclusion

The following are selection criteria of Security Groups:

vCenter/NSX Object Description
Cluster All VM/VNIC within this ESXi cluster will be selected.
Datacenter All VM/VNIC within this Datacenter cluster will be selected.

Distributed Port Group

All VM/VNIC connected to this DVS port-group will be selected.

IP Sets

Selected IP Sets container will be used.

IP Sets contains individual IP address or IP subnet or range or IP
addresses.

Legacy port group

All VM/VNIC connected to this VSS port-group will be selected.

Logical Switch

All VM/VNIC connected to this Logical Switch (or VXLAN) segment will
be selected.

Resource Pool

All VM/vNIC defined within the Resource Pool will be selected.

Security Group

All VM/VNIC defined within the Security Group will be selected.

VApp

All VM/VNIC defined within the vApp will be selected.

Virtual Machine

All VM/VNIC will be selected.

vNIC

This particular vNIC instance will be selected.

MAC Sets

Selected MAC sets container will be used.

MAC sets contains a list of individual MAC addresses.

vmware
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Active Directory AD Group.
Group

Table 1 - vCenter Objects used for Security Groups

Table 2 - VM Properties used for Security Groups

VM Property Description *

VM Name All VMs that contain the string as part of their name.

Security Tags All VMs that are applied with specified NSX Security tags.

Computer Name All VMs that contain the string as part of their computer name.

Computer All VMs that are running a particular operating system of the VM.

Operating

System

Entity All VMs that belong to a particular vCenter Object as listed in the table above.

Note: *Limited regex available on all the VM Properties to create Security Groups.

Security Groups can be written using more complicated selection criteria expression
statements using the selection criteria below. A Security Group can be comprised of
multiple Security Groups. Additionally, a VM can be part of multiple Security Groups.

Computer OS name
Computer Name

Dynamic Inclusion VM Name
Security Tag
Entity
. Datacent
Security Group S Chmtar
Definition R e Resource Pool
vApp Security Group
Virtual Machine Security Tag
vhNIC IP/MAC Set
. - Network Active Directory
Static Exclusion Logical Switch Group

DVS Port Group

Figure 3 - Security Groups Definition

®
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Examples of Security Groups as expressions:

¢ Dynamic inclusion criteria can state all VMs with name starting by “WEB-VM” to
be included in Security Group named SG-ALL-WEB-VM.

¢ Dynamic inclusion criteria states all VMs containing the name “APP-VM” and
having a Security Tag “PCl Zone” to be included in Security Group named SG-
ALL-PCI-APP-VM.

e Static inclusion criteria can state all VMs that are connected to a logical switch
“DB-Tier-LS” to be included in Security Group named SG-ALL-DB-Tier-LS.

e A combination inclusion and exclusion criteria could be — Select all VMs included
in “DB-Tier” & “APP-Tier” Logical switches that are security tagged as
“Production” but exclude all “APP-VMs” in the “PCIl Zone” or SG-ALL-PCI-APP-
VM.

Security Policy

Security rules are written in a Security Policy. A Security Policy can contain multiple
security rules for different security controls. Security Controls are broadly divided into
three parts.

e Guest Introspection Services (e.g. AV, Vulnerability Scan, DLP, File Integrity
Monitoring)

e Distributed Firewall Rules
o Network Introspection Services (e.g. NGFW, IPS)

Figure 3 shows the Security Policy screen in the Service Composer and Figure 4
shows examples of Security policies.

®
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[ | Security Policy « DFW 1 - Egit Secarity Pelity i
1 Nama and description Firewall Rules
v g Ouest inerospection
Servicas * Qr .
v EEETITND . s e s Pon pi
v 4 Network inrospecsion e DV e 1 Ay it Pokers § | S5M Atow
W § Ready to complete
" Yhens 4~
Bax Naxt Finsh Cancal

Figure 4 - NSX Security Policy Interface

Inheritance & Precedence in Security Policies

Security Policies leveraged through Service Composer are applied in a weighted
fashion. Certain policies may take effect before others. It's also possible to nest
policies within policies creating an order of inheritance. Understanding this dynamic
is critical when using Service Composer.

Inheritance from a Policy
Inheriting rules from a parent Security Policy can create a child Security Policy.

Inheritance from a Security Group
If a Security Policy is applied to a Security Group, the Security Groups that comprise
of the Security Policy will inherit the same Security Policy.

Precedence of a Policy
Policy precedence or weight can be assigned to a Security Policy. If a Security
Group contains multiple Security policies applied, the Security Policy of the highest
weight will be executed first. If all the policies are of equal weight, re-ordering of
policies for a Security Group allows you to decide which policy takes precedence.

Security Rule Model

®
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When building a network least privilege type of security model, the order and
classification of security rules is paramount. The following model represents an
overview of the different classifications of security rules that can be placed into the

NSX DFW either through the Firewall Rule Table or through a Security Policy with
Service Composer. They’

vmware

Security Rule Model

Emergency Rules
O Network/Guest Introspection —
Quarantine
O Firewall — Block/Allow All

Infrastructure Rules
O Firewall — Access Shared Services
(DNS, AD)
1 Guest Introspection — Daily AV Scan

—— Environment Rules
O Firewall — Prod/Non-Prod/PCI
- O Network Introspection — DPI

R Web Rules
O Firewall— Allow Inbound HTTPS,
Allow Qutbound HTTPS
L O IPS - Prevent DOS Attacks

App Rules
O Firewall— Allow Inbound HTTPS,
Allow Qutbound MySQL

DB Rules
O Firewall- Allow Inbound MySQL

Figure 5 - Security Rule Model
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Consumption of DFW

There are two ways to consume DFW functions, the Service Composer and Firewall
Rule table. Both of these tools are also configurable via the management plane
REST API:

Using Service Composer
Click on Networking & Security -> Service Composer to access Security Policy table:

In this menu, a Security Policy (SP) must be created. Within the SP, DFW policy
rules can be defined and then applied to a Security Group that contains your
intended VMs

Web Rules ]
O Fiewal- Afow Inbound HTTPS.

Allow Outbound HTTPS
O IPE ~ Provent DOS Attacks
.

Security Policy

Security Group

Figure 6 - Web Security Group and Policy Example

Using Firewall Rule Table
Click on Networking & Security -> Firewall to access the Firewall Rule Table.

In this menu, administrator enter Security Policy rule as needed using the standard
rule schema: rule name / source / destination / service / action

Table 3 - DFW Rule Table Example

APP Access 1004 Any SG-APP-ALL | APP-SVG-ALL Allow SG-APP-ALL

®
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We will go into detail on defining DFW rules using both the methods in the next
section. Let’s look at the comparison table between the two methods.

Table 4 - DFW and Service Composer Comparison

Using Service Using Firewall Rule
Composer Table
Visibility in Firewall Rule °
Table °
Visibility of Firewall Rules on
aVvM o )
Visibility of blocked flow in
Flow Monitoring )
Direct Modification of Firewall
Rule ®
DFW Rule reusability °
Service Insertion °
Guest Introspection °

DFW Policy Rule Configuration

Using Service Composer

Click on Networking & Security -> Service Composer to access Security Policy table:

WITRSOE wSphare Wab Chanl L)

Hrvigata B v i

L] Smany Grmps | Sacary Freni  Garen

M MW 1D CBALRIED | -

Ty Sl [ .

e ARG TR B D L e o e BT, 1 A ST

B G5 aE S a

£ i G = i P — i —

L] . Rl T —p—— Smcn SOy OO SRR M - P ' a

Figure 7 - Service Composer - Security Policy Table
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The window displays all Security Policies (SP) defined under NSX. Selecting a
particular Security Policy will open a window showing the content of the SP as shown
below:

s @
I e - o s po
X

DFW rum 1 * Ay it Pokys S | S5M Asow

" Vihems 4~

Baxx Naxt Fnsh Cancal

Figure 8 — Service Composer - Security Policy Creation

To create a new policy rule, click on the + button as show in the diagram above. The
following window appears:

®
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‘ F¥ New Firewall Rule (x)
Name:
Description/Comments:
Action: (=) Allow
(_) Block
Source: Policy's Security Groups Change...

Negate source
Destination: Any Change...
Negate destination
0 Either source or destination selection (or both) must be "Policy’s Security Groups®. Current

selection will apply to "Outgoing” traffic from the security groups where this policy gets
applied to specified Destination.

Service: Any Change...
State: (=) Enabled

() Disabled
Log: () Log

(=) Do not log

Figure 9 - Service Composer - New Firewall Rule

Admin fills in the following fields:

¢ Name: firewall rule name

e Description: firewall rule description

e Action: Allow or Block

e Source / Destination: can take any of these values

Table 5 - Service Composer - Source/Destination Values

Value Description

Policy’s Security When applying the Security Policy to 1 or more

Group Security Group (SG), this field will be internally
replaced with the applied SG(s).

Any Any.

Select Security User can select 1 or more Security Groups (NSX will

Groups list all available SG in the system for selection).

Following screenshot shows Source/Destination field selection window:

®
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Firewall Rule - Select Source

()

()

Select security groups to add:
(=) Policy's Security Groups )
O Any

() Select Security Groups

Figure 10 - Service Composer - Select Source

Service: can take any of these values

Table 6 - Service Composer - Service Values

Value Description

Any Any Service

Select Services and Pre-defined Services and Services Groups.
Service Groups

vmware

Firewall Rule - Select Service and Service Groups

(9)
()

Select services and service groups to add:
O Any
(=) Select services and service groups

J Filter | (0) Selected Objects

(qFier )
Name

[[] % Data Recovery Appliance -
[[] &} Heartbeat 3
[[] # Microsoft Active Directory
[] % Microsoft Exchange 2003
[[] # Microsoft Exchange 2007
[[] %" MS Exchange 2007 Transport Servers
[] & MS Exchange 2007 Unified Messaging Centre
[] " MS Exchange 2007 Client Access Server

M 411 items
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Figure 11 - Service Composer - Select Service and Service Groups

State: Enable or disable this rule.
Log: log or do not log packets matching this rule.

1 Mew Firewall Rule t]
MNama:
Diescripdon/Comments:
Actian: &) Allow
Block
Rigject
Souroa: Policy's Security Gaups Changs
Ciesbinalion: Any Change...

B Eiher source or destinabon selection (o bodh) must be Policy's Securly Groups”. Curanl
Balsction will apply fo “Owipeing” trafic o the sacuAly Qroups whive: e palicy gars
appdiad iy specifed Dastinaiion

Servion: Any Change..
Siate = Enabied
Disabled
Leg: Leg
= Do notl log

Figure 12 Service Composer Firewall Rule Build

Example I: 3-Tier Application
Let’s use the logical network topology and see how to configure firewall (DFW) rules
using Service Composer/Security Policy.

Take the simple case of having 3 different set of rules for WEB, APP and DB VMs

172.16.10.0/24 | 3%k 02 03
B I -

DB- DB-
01 02

T 1' DBLS
% 172.16.30.0/24

App- App-
App LS Distributed Logical

Router

172.16.20.0/24 - —
r 1

Logical Switch

®
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First step is to define properly Security Groups (SG).

Table 7 — Service Composer - 3-Tier Application Security Groups

SG name SG definition

SG-WEB Static inclusion: Web LS
SG-APP Static inclusion: App LS
SG-DB Static inclusion: DB LS

We want to create DFW rules for all applications such that:

e Web VMs can only talk to App VMs using an enterprise bus service.
e Web VMs cannot talk to DB VMs.
e App VMs can only talk to DB VMs via SQL Service.

Security Policy/Firewall rules will then look like this (SP-APP)

Table 8 - Service Composer — 3-Tier Application Security Policy Firewall Rules

Name Source Destination Service Action
Web to App | SG-WEB | Policy’s <Enterprise Allow
Security Group | Service Bus>
App to DB Policy’s SG-DB SQL Allow
Security
Group
Default Any Any Any Block

Last step is to apply the Security Policy (SP-APP) to SG-APP to make it operational.

Example II: Production Zone vs DevTest Zone
If some of the VMs are production VMs and some of them are DevTest VMs. Let’s
say all VMs that end with “01” are production VMs

We want to further apply rules such that — No Production VMs should talk to DevTest

vmware
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In the above solution, we will create some more SGs and SPs.

Table 9 - Service Composer - Security Group Layout

SG name SG definition
SG-Prod Dynamic Inclusion: All VM Names that end with “01”
SG-WEB Static inclusion: Web LS
Static Exclusion: SG-Prod
SG-APP Static inclusion: App LS

Static Exclusion: SG-Prod

SG-DB Static inclusion: DB LS
Static Exclusion: SG-Prod

SG-DevTest Static Inclusion: SG-WEB, SG-APP, SG-DB

Create a SP (SP-RESTRICT-PROD) to restrict access of DevTest VMs to
production. The SP will contain a rule like this:

®
W‘Wa re TECHNICAL WHITE PAPER | 19



VMWARE NSX DISTRIBUTED FIREWALL: Policy Rules

Configuration

Table 10 - Service Composer - DevTest/Prod Security Policy Firewall Rules

Name Source Destination Service Action
Production To SG-Prod Policy’s Security | Any Block
DevTest Group

DevTest To Policy’s Security | SG-Prod Any Block
Production Group

Apply this policy to SG-DevTest. Since the SG-DevTest is comprised of SG-APP,
SG-WEB, SG-DB, this policy will automatically be applied to these SGs due to
inheriting the SG-DevTest policy. Hence none of the VMs in those Security Groups
will communicate with the production VMs.

Create the SP for the APP as shown above. Apply it to SG-APP. SG-APP will now
contain two policies - SP-RESTRICT-PROD & SP-APP.

You can visualize the second case in the following way —

SG

DevTest Zone:

SG-DevTest

SG (e

Figure 13 - Prod - Non-Prod Restriction

Using Firewall Rule Table

®
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Click on Networking & Security -> Firewall to access the DFW policy rule table:
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Figure 14 - DFW Policy Rule Table

The window displays all policy rules configured for DFW and packet lookup will be
performed from top to bottom. Packet not matching any explicit rule will be enforced
by default rule which is always the last one on the table. NSX comes with a DFW
default rule set to Allow action. User can change it to Block if desired. VMware
recommends using DFW with default rule set to Block and then create explicit rules
for allowed traffic.

A policy rule is composed of the following fields:

| Name | Rule ID I Source | Destination | Service |Acti0n| Applied To

e Rule Name: User field which support up to 30 characters.
o Rule ID: Number with 4 digits (e.g. 1013) automatically allocated by DFW.

e Source and Destination: Source and Destination fields (respectively) of the packet.
Possible entries are:

o |Pv4/IPv6 addresses or subnets (e.g. 192.168.200.1, 192.168.200.1/24, 192.168.200.1-
192.168.200.24). The following window allows to enter IP address information:

Source
IP Address: (=) IPV4 (| IPV6

Value: I I (]
eg:192.168.200.1,192.168.200.1/24, 192.168.200.1-

182.168.200.24

Figure 15 - Source/Destination: IPv4/v6 addresses or Subnets

®
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The window to enter vCenter object for Source/Destination field is displayed
below:

Specify Source z\;:

Select one or more objects for the source field of the firewall rule

Object Type: 'Cluster | -

(@ Fiter -

Datacenter
Awvailable Objects Selected Objects

g
g
g
g

Legacy Port Group

Man
Logical Switch B
WXLA wTET

4 ftems 0 items

b Advanced options

Figure 16 - Source/Destination: vCenter Objects

All permutations are possible for Source/Destination field: IP Address/Subnet and
vCenter objects can be used individually or simultaneously.

Important note:

When using vCenter objects in Source or Destination field, it is mandatory to
have VMtools installed on guest VM. VMtools enables DFW to retrieve IP
address(es) of guest VM in order to enforce properly security rule.

If VMtools cannot be installed on a guest VM, use explicit IP address in Source
or Destination field to secure traffic for this VM.

The following table list all possibilities:

Table 11 - Security Group vCenter Resource Values

Object Description

Cluster All VM/VNIC within this ESXi cluster will be selected.
Datacenter All VM/vNIC within this Datacenter cluster will be selected.

Distributed All VM/VNIC connected to this DVS port-group will be selected.
Port Group

IP Sets Selected IP Sets container will be used.

®
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IP Sets contains individual IP address or IP subnet or range or IP
addresses.

Legacy port | All VM/VNIC connected to this VSS port-group will be selected.

| group

Logical All VM/VNIC connected to this Logical Switch (or VXLAN) segment

Switch will be selected.

Resource All VM/VNIC defined within the Resource Pool will be selected.

Pool

Security All VM/VNIC defined within the Security Group will be selected.

Group

VAPP All VM/VNIC defined within the vAPP will be selected.

Virtual All VM/VNIC will be selected.

Machine

VvNIC This particular vNIC instance will be selected.

e Service: Protocols (TCP,UDP,..) or Pre-Defined Services or Pre-Defined Services Group can

be selected.
Service
Protocol: | TCP | -]
Ports: |any |

(e.g 8001,9000. Maximum 15 ports are supported.)

+ Advanced options

Source ports: | any |
(e.g 8001,9000. Maximum 15 ports are supported.)

[ ok ][ comn |

Figure 17 - Source/Destination: Protocols

When selecting Protocols like TCP or UDP, it is possible to define individual ports
number (up to a maximum of 15). Port range is not supported.

User can pick other protocols such as FTP, ICMP, and ORACLE_TNS.

In the advanced options, it is possible to define source ports (up to a maximum of
15). Port range is not supported.

®
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)

Specify Service

Select one or more objects for the service field of the firewall rule

Object Type: | Service | - |
@mer ) -

Available Objects Selected Objects

[ Active Directory Server -

[ Active Directory Server UDP 3

[] AD Server B

[ CIM-HTTP

[] CIM-HTTPS

EI DCM .Java Object Cache port

[] DHCP-Client

SL MUCD MANCAD

369 items 0 items

New Service...

Figure 18 - Source/Destination: Pre-defined Services

User can pick any of the pre-defined Service (from the long list of available objects).

It is also possible to define custom Services by clicking on New Service link (in the
above window):

Add Service

An Application can be viewed as a tag on network traffic of specified
protocol that is transmitted through specified port or set of ports.

Name: &

Description:

Protocol: [upopP [+]

Destination ports:
e.g. 7001-7020,7100,8000-9000

+ Advanced options

Source ports:
e.g. 7001-7020,7100,8000-9000

[] Enable inheritance to allow visibility at underlying scopes

Corc

Figure 19 - Source/Destination: Add Custom Services

When selecting protocol like TCP or UDP, it is possible to define individual
destination ports or a range of destination ports. This is also true for source ports
when expanding advanced options link.

®
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Speciy Service

()

Select one or more objects for the service field of the firewall rule

Object Type: | Service Group

(@ Fitter

Available Objects

"E‘r‘ Data Recovery Appliance
i ESXi Syslog Collector
7 Heartbeat

i Microsoft Active Directory
" Microsoft Exchange 2003
1 Microsoft Exchange 2007
" Microsoft Exchange 2010

Mew Service Group...

|-)
)

‘Selected Objects

-

41 items

0 items

Figure 20 - Source/Destination: Pre-defined Service Groups

User can pick any of the pre-defined Services Group (from the long list of available

objects).

It is also possible to define custom Services Group by clicking on New Service Group
link (in the above window):

vmware
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Add Service Group

Name: &

Description:

Members

J Filt... | Selected (0)

(q Fitter ~)
Mame Scope
O SAP JMS Adapter Global -
[]  SAPIPC dataloader Global 3
O SAP IBM Global
O IPVE-ICMP Multicast Listener Done Global
O Office Server Web Services, HTTP, S5L Global
O SAP Cruiser Global
O SAP Inst on IBM Global
O SAP Lotus Domino - Proxy Global .
M 370 items [~

["] Enable inheritance to allow visibility at underlying scopes

Figure 21 - Source/Destination: Add Custom Service Group

Custom Services Group is a collection of Services or Services Group. These Groups
consist of a single, or multiple Services from within NSX.

®
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e Action: define enforcement method for this policy rule. Available options are:

Table 12 - Firewall Rule Table - Action Values

Action Description

Block Block silently the traffic.

Allow Allow the traffic.

Reject Reject action will send back to initiator:

* RST packets for TCP connections.

* |CMP unreachable with network administratively
prohibited code for UDP, ICMP and other IP
connections.

Window to define policy rule action is displayed below:

Action: Block |
Log: () Log (=) Do not log
Comments:

Figure 22 - Action for Policy Rule

On the same window, user can decide to enable packet logging or not. When
enabled, the NSX DFW logs from each DFW-enabled vSphere host will send their
dfwpktlogs to the configured Syslog server, such as vRealize Log Insight. This
information can be used to build alerting and reporting based on the information
within the logs, such as blocked or allowed packets.

®
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e Applied To: define scope of rule publishing. User can decide to publish policy rule to all
clusters where DFW was enabled or restrict publication to a specific object as listed below:

Table 13 - Firewall Rule Table - Applied To Values

Object Description

Cluster Selecting Cluster will push the rule down to all
VM/VNIC on the ESXi cluster.

Datacenter Selecting Datacenter will push the rule down to all

VM/VNIC on the Datacenter.
Distributed Port Group Selecting DVS port-group will push the rule down to all
VM/VNIC on the Datacenter.

Host Selecting Host will push the rule down to all VM/VNIC
on the ESXi host.

Legacy port group Selecting Legacy port group will push the rule down to
all VM/VNIC on the VSS port-group.

Logical Switch Selecting Logical Switch will push the rule down to all
VM/VNIC connected on this Logical Switch (or VXLAN)
segment.

Group Selecting Security Group will push the rule down to all
VM/VNIC defined within the Security Group.

Virtual Machine Selecting Virtual Machine will push the rule down to all
VNIC of this VM.

VvNIC Selecting vNIC will push the rule down to this particular

vNIC instance.

Capability to define Security Group in Applied To field.

Note: It is also possible to publish the policy rule to all Edge Service Gateways
(ESG) or specific ESG using the appropriate option.

®
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Specify Applied To

Specify containers on which this rule will be applied.

|:| Apply this rule on all clusters on which Distributed Firewall is installed.
[] Apply this rule on all the Edge gateways.

(For Edges with version 6.1.0 and higher)
Select one or more objects for the applied to field of the firewall rule

Object Type:

Available Objects

ex s o

Compl
ESX-Q
Manag
VXLAP

| Cluster | »
:

(QFter )
Datacenter -

Selected Objects
Distributed Port Group

Edge

HostSystem

Legacy Port Group -

4 items 0 items

Garoi

Let's take different p
case.

Figure 23 - Applied To scope for the Policy Rule

olicy rule constructs and let's see how DFW behave for each

We will use the same and unique logical network topology for this purpose:

Web LS
172.16.10.0/24

Web
-01
-

Web Web
-02 -03
= T

172.16.20.0/24

DB- DB-
0L 02
| -l DB LS
172.16.30.0/24
»
Distributed Logical
App LS Router
— =

| 1
=

Logical Switch

Figure 24 - 3-Tier Application base network topology

This is a standard 3-tier topology with Web/App/DB segmentation. 3 web servers are
connected to Web Logical Switch (or VXLAN), 2 applications servers are connected
to App LS and 2 DB servers connected to DB LS. A Distributed Logical Router is
used to interconnect the 3 tiers together by providing inter-tier routing. DFW has
been enabled on the ESXi cluster and as a result, each VM has a dedicated instance
of DFW attached to its vNIC.

NSX offers multiple ways to define DFW policy rule configuration. Let's see how
some of them look like.

vmware
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Example 1: Using static IP addresses/subnets in Security Policy rule
Firewall rule policy configuration may look like this:

Table 14 - Firewall Rule Table - Example 1 Layout

Name Source Destination Service Action | Applied
To

Web to 172.16.10.0/24 172.16.20.0/24 <Enterprise Allow All

App Service Bus> clusters

App to 172.16.20.0/24 172.16.30.0/24 SQL Allow All

DB clusters

Default | Any Any Any Block All
clusters

When using static IP addresses or subnets in policy rule, there is no need to install
VMtools on guest VM. DFW engine is able to enforce network traffic access control
based on the provided information.

To use this type of construct, user needs to know the exact IP information and then
relay it to policy rule. This construct is quite static and does not fully leverage
dynamic capabilities with modern cloud systems.

Example 2: Using Logical Switch object in Security Policy rule
A better way to configure Security Policy rule is by using dynamic objects provided
by vCenter/NSX manager (commonly called vCenter objects or containers).

Table 15 - Firewall Rule Table — Example 2 Layout

Name Source Destination Service Action Applied To
Web to | WeblLS App LS <Enterprise Allow All clusters
App Service Bus>

App to App LS DB LS SQL Allow All clusters
DB

Default | Any Any Any Block All clusters

This type of construct necessitates guest VM to have VMTools running.

Reading policy rule table is easier for all teams in the organization ranging from
security auditors to architects and operations.

Any new VM connected on any Logical Switch will be automatically enforced with the
corresponding security posture (for instance, a new installed Web server will be
seamlessly protected by the first policy rule with no human intervention). On the

®
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same way, a VM disconnected from a Logical Switch will have no more Security
Policy applied to it.

This type of construct fully leverages the dynamic nature of NSX.

NSX gives capability to check VM connected to a Logical Switch at any point of time.
If no more VM are connected to a particular Logical Switch, it then becomes very
easy to remove Security Policy rule dealing with this particular Logical Switch.

Example 3: Using Security Group object in Security Policy rule

Before writing DFW policy rule, let's first create the appropriate Security Groups

(SG).
Table 16 - Firewall Rule Table - Security Group Example 3
SG name SG definition
SG-WEB Static inclusion: Web LS
SG-APP Static inclusion: App LS
SG-DB Static inclusion: DB LS
Table 17 - Firewall Rule Table - Example 3 Layout
Name Source Destination Service Action Applied
To
Web to App | SG-WEB SG-APP <Enterprise Allow All
Service Bus> clusters
App to DB SG-APP SG-DB SQL Allow All
clusters
Default Any Any Any Block All
clusters

All statements given for example 2 still prevail here. In fact, using Security Groups
provides much more flexibility than anything else.

Using properly dynamic inclusion, static inclusion and static exclusion, user can
define in a very granular way what objects to include in this container.

vmware
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Writing DFW policy rules using Security Groups reduces dramatically number of
rules needed in the enterprise and gives the most comprehensible Security Policy
configuration.

Using REST API

NSX platform provides a REST API framework for both NSX DFW rule table and
Service composer. The REST API is exposed northbound via NSX manager. The
REST API is another option to create or consume NSX DFW rules and policies, and
automate NSX security workflows. The NSX DFW management API framework can
also be used to build custom third-party application to automate NSX security
workflows.

The following NSX DFW Rule Table REST API example shows how to configure a
policy in the DFW rule table. This example shows the API path and XML input to
create first policy rule, “Web to App”, as defined in the Table 17 into DFW rule table.

More information on NSX DFW API’s are available in the NSX release specific API
guide.

®
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NSX DFW API To Create DFW Rule

POST Pitps /0,114 222 251 fapiid Ofrews W globalroot-OiconTig/layer Jsectices [
o 12} Becy @
NSX DFW XML Body for DFW Rule Creation
XML (applicatoniem!) |
1+ <section nomes"3-Tier-App-Section™ type="LAYER3"> |
2 <rule disabled="false” logged="false’s
3 <rome> Wed L0 App</nome>
4 <actiomal low</oction
5 «appliedlolist
5 <oppliedTo>
7 <name>DISTRIBUTED.FIRENALL </romes
& <value>DISTRIBUTED_FIRENALL </volues
3 <type>DISTRIBUTED_FIREMALL </type>
18 <isValidstrue</isVolic>
11 </appliedlias
12 </oppliedTolists
13+ <sources excluded="folse"»
14 - <sources
15 <name>5G-WEB</name>
16 <valuersecuritygroup-25</values
17 <typesSecurityGroup</types
15 <isValid>true</isVolies
19 </source>
2 </sources>
21~ <destinations excluded="folse™>
22~ <destination>
23 «<name>SG-APP</narex
24 <valuessecuritygroup-26</volues
5 <typesSecurityGroup</types
26 <isValid»true</isVolics
7 </destination>
28 </destinations>
29+ wservices»
R~ <services
3 <nanexEnterprise Service Bus</nomes
» <valuerapplication-438</values
35 <type>Applicotion</types
34 <isVolid>true</isVolic>
3 </service»
3% </services>
37 <directioninout</direction
38 pocketTyperany«</packetTypex
3 <rule>
40 </sectiom]

Figure 25 DFW RESTful APl Example

Automate DFW Rule Creation

Starting with NSX 6.3, the Application Rule Manager (ARM) was implemented into
the NSX product line. ARM was built specifically to help administrators with day 2
NSX Micro-segmentation operations.

Application Rule Manager

Monitor

ARM leverages monitoring of the virtual machine vNICs to gather information about
how each system is communicating in the session created. Before starting, it helps

®
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to understand the virtual machines that make up the application. External
dependencies will also show up in the flow table for any systems that talk into the
application or the application talks out to even if those systems are NOT included in
the Monitor Session.

The length of time that is recommended for monitoring an application is dependent
on the application itself. If the application has processes that occur over periods of
time or infrequently, monitoring the application for any flows that would occur during
those time periods is highly recommended. Here is a sample logical topology of the
application that the admin would like to create a Micro-segmentation policy around.

ﬂ

‘Web_Tier — 172.16.110.0/24

VM

-tfq- - o
App_Tier — 172.16.120.0024 +

End user- 192.168.0.22

VM

B

DB_Tier — 172.16.110.0/24

Figure 26 Sample Application Topology

To get started, an admin will log into the vSphere Web Client and navigate to
Networking and Security -> Flow Monitoring -> Application Rule Manager. This will
bring up the ARM interface.

MR wSphane Waeb Chent L)

Hrrgals B Pl By

Cundimil  Olain By B Gos Fiw Defgeuii dpgireres S e

—_— X Maruger | W MLOAE |

o B ol Bty o c s o b o kb o) et T e 1 . T e g, e S b Seamor k] P bk

i
LS =
Wiew P P
1 Bervos Debmsc T,

U B i [—

Figure 27 Application Rule Manager interface
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From this interface, the admin would ‘Start New Session’ and select the virtual
machines that make up the application that is to be monitored.

Start New Sesslan

Seiec! Source:

al
Arwlabde Ot
EMRZ-WEB-018
VOHHR-038
DwW-Da-01a
HRHIZ-WEB-01a
WVO-HR-O1a
NTP01a
EMR-DE-0Ma
RACS-WEB-01a

FEEERREE

Saiec! WM, vMIC 10 a8 mankifing Nows

Session Name: = |[APPLICATION

Object Type: | Vinual Maching =

i3 ieems %oy -

Selacied Obzects
o G WeDD
w B Appll
~ @ Dam

i iems [ Copy =

QK Canpal

Figure 28 ARM Session Monitor VM Selection

Once the virtual machines are identified and selected, the monitoring process begins
and flows for the application are gathered as the application functions normally. This
information is pulled from the vNIC of each virtual machine in the monitored session.
This flow information is pulled into the Flow Details table in ARM so the admin can

easily view and sort the information.

ARM is capable of monitoring up to 30 virtual machines in each session, with up to 5
sessions simultaneously. ARM has an upper limit of 100,000 flows that can be
collected over a 7 day period. If the monitor session sees more than 100,000 flows
over the period of time, it will begin dropping older flows from the collection.

vmware
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Figure 29 ARM Completed and Analyzed Monitor Session

With the monitor session now complete, the admin will stop the session and then
perform an analysis on the flow information collected. ARM may see 100 flows, but
will deduplicate down to only unique flows for simplier correlation. The initial
information is simply IP address-based information. ARM will correlate this
information with vCenter to determine the virtual machines, if possible, that those IP
addresses belong to in the data center. Any IP address that can’t be resolved can
be placed into an IP Set to build a DFW rule for or can be placed in the DFW as a
raw IP address. Recommendation is to create an IP Set for the IP addresses as they
can be reused in other rules as well more easily.

Build
With the monitor session now analyzed and ARM having correlated the flow
information from IP addresses to virtual machine names, the admin can now build
the DFW rules from each of the flow sets.

Flow Details

In the View Flows tab, all of the deduplicated flows will show up. Each flow is broken
down into the individual details about the flow. These details are used to create a
DFW firewall rule based on the information from the observed flow.

e Direction

o IN —This type of flow represents traffic inbound to one of the VMs being monitored.
This typically means the Destination VM.

o OUT - This type of flow represents traffic outbound from one of the monitored VMs,
typically the Source VM.

o INTRA - This flow type represents traffic going between machines in the monitor
session.

®
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e  Source/Destination

o Replace with Any — Replaces the current entry with the ‘Any’ entry for any
source/destination.

o Replace with Membership — Replaces the current entry with an existing NSX
Security Group that the virtual machine may already be a part of.

o Create Security Group and Replace — Replaces the current entry with a new NSX
Security Group that the admin creates and adds the virtual machine to.

o Add to existing Security Group and Replace — Replaces the virtual machine by
adding the existing entry to a new existing NSX Security Group.

o Create IPSet and Replace — Replaces the current IP address entry that can’t be
resolved to a new IPSet that the admin creates and adds the IP address to.

o Add to existing IPSet and Replace — Replaces the current IP address entry that
can’t be resolved by adding the existing entry to an existing IPSet.

e Service

o Resolve Services — Replaces the current entry with a list of services that meet the
criteria for the admin to select from.

o Create Services and Replace — Replaces the current entry with a new service that
the admin creates.

o Create Services Group and Replace — Replaces the current entry with a new
service group that the admin creates with one or more services nested inside.

o Replace Service with any — Replaces the current entry with the ‘Any’ entry for any
service.

o Replace Service with Service Group — Replaces a service with a service group.

o Revery Protocol and Port — Reverts any changes to the initial entry in the flow
details.

e Context*
o Reserved for future use
e RulelD*

o Represents the DFW RulelD that the observed flow is being enforced by. Can be
clicked on to show the details of the RulelD from the DFW.

e # of Flows*

o Number of times the flows were seen during the monitor session that were
deduplicated down to one flow entry

®
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Note: *Hidden Columns by Default

Replacing the View Flow entries with NSX Security Groups and Services simplifies
the DFW rule building process. To replace the objects with Security Groups, we do
the following:

To replace the Source with an NSX Security Group we click on the gear icon in the
Source cell and since we do not have NSX Security Groups created already, we
select ‘Create Security Group and Replace’. Since we are replacing the Web01
server with an NSX Security Group, we’ll create a ‘SG-WEB’ group and add the
WebO01 server to it and click Finish.

- Add Security Group 1]

o 1 Name and descrigtion Select objests to inchude

Sakect ohjects TEl should Bkvays be ncluded in This group. regandBes of wheter Tey maal the mambaehip erlana.
= 1 Defina dyramic membarship

L 1 Solect chjocts b0 inchuda

Object Typer | Virual Machine -
o 4 Salect objects to axeluds

eh o -
w" & Ready to complats o= a

Asgiabis Citpancny Eikncnnd Diyacis
h EMRZ-WEB-1a « & Vel
i HRHISWEB-Ha
G BACESWEBO1a
i ENR-DMZAWER-2s
& etz

i1 EMRWES-O1a
i ENR-DMZANEB-O1a

Bimms [ Copy = 1ioms [[3Copy =

Back Mt Finish Cancal

Figure 30 Creating Web NSX Security Group

We can now perform the same process for App01 and DBO1 servers as well creating
SG-APP and SG-DB respectively.

For the Flow that is coming from 192.168.0.22, which is external to NSX and vCenter
as it was not resolvable to a virtual machine name, we will replace the IP Address
with ‘Any’ as we want any system to have access to the application.

To do so, the admin will click on the gear icon similar to the create NSX Security
Group task, except select ‘Replace with any. This will take care of all the new NSX
Security Groups that need to be created and also resolve external IP Address
entries. The admin is left with just a few Destinations to resolve which are easy now
that the NSX Security Groups are created.

®
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Figure 31 Source Groups Resolved

For the Destination entries for App01 and Web01, the admin can simply click on the
gear icon and select ‘Replace with Membership’. This will bring up all of the NSX
Security Groups that the virtual machines are a member of. The admin simply
selects the appropriate group and the entry is replaced.

Select Membership (7)
IP address has translated to memberships, select the right
membership.
Selected:
(Q Filter )
Awailable Objects
ﬂéf SG-APP
1items [{4Copy~
[ ok || cence |

Figure 32 Replace with Membership

This process is repeated with the Web01 entry as well. This leaves the admin with
only the services to resolve.

The process of resolving services is virtually the same as replacing with
membership. The admin clicks on the gear icon and selects ‘Resolve Services’.
This will bring up a list of services that NSX has in its database to resolve to. Inthe
case of Web01 talking to App01, the communication flow is over TCP port 80, or
HTTP. The admin simply selects HTTP and the service is resolved.
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Select Service (7)

Protocol and Port has translated to multiple Services, select the
right Service.

Selected:

(Q Fiter

Available Objects
[] HTTP
[ Horizon 6 Connection Server to vCenter Server com...
[ Horizon 6 Default HTTPS Client to Connection and S...

[7] Horizon 6 Connection Server to View Composer Servi...

4 items [ Copy ~

[ oK ][ Cancel ]

Figure 33 Replace with Service

This process is repeated until all Services are resolved to NSX Services. If a Service
is not found in NSX, a custom service can be created by the admin to consume.

Below is what a finished example looks like with all NSX Security Groups and NSX
Services resolved and ready to build rules with.

Ficea Mariioring
Dinfboard  Dudsis By Serics  Liva Fiow  Comigunidon  Appicadon Bsle Marager
MK Managar | SRE ML 1ED |
Besgin: | APPLICATION |- 3 3 G Siari Merw Samson
F— F— [ arshun Corplsia
Flow Detaln:
Wi Flowa Foresal o
1 s Frotiaing v - ]
[ ik LY i St it Pt o Fows
TR & SGWER o BEaRe ] HTTF 10 in
IKTRA i @ 3-8 g WSO 1007 L]
L] oy By BOWER ] HTTR 1M L]

Figure 34 Resolving Finished

After all the flow entries have been resolved, the admin can now take the flow
information and create DFW rules out of each flow. To do so, right-click on the flow
in question, and select ‘Create Firewall Rule’. This will bring up the DFW rule wizard
to make any adjustments to the new rule being created.
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New Firewall Rule
Mame |Allow Access to Application
Source @any
Select
Destination |=_€I>SG—WEB
Select
Service [JHTTP
Select
Applied To [ Web01 - Network adapter 1
[ App01 - Network adapter 1 Select
DEO1 - Network adapter 1
Action (=) Allow () Block () Reject
Direcion | In |~
| oK || Cancel |
.:555.

Figure 35 Creating New Firewall Rule

Input a name for the new Firewall rule and change the Direction as necessary.

Verify that each component of the rule matches what was intended. Clicking on OK
places the new firewall rule into a pre-publish tab. The other flows take the same
process as above to create firewall rules from. Below is what the finished example of
the firewall rules look like.
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Figure 36 Finish Pre-publish DFW Rules

The admin can now visually inspect each rule to make sure that they look correct.
When ready to publish, select the ‘Publish’ link at the top of the table. This will bring
up a Section Header naming screen and allow the admin to pick where to place the

new DFW rules in the DFW Firewall Rule Table.

Firewall Publish

Section name: |Applic:ar.ion Rules |

Insert above: | Default Section La... | - ]

Figure 37 Publish and Name Section

After publishing has been confirmed, the admin can observe the new firewall rules
placed into the DFW Firewall Rule Table interface.
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Figure 38 New Rules placed into DFW Interface
Verify

ARM is not only for building rulesets in the DFW. It can also be leveraged to ensure
that the rulesets built are verified and working as intended. ARM can detect not only
allowed flows, but flows that may be dropped due to blocking rules put into the DFW
as well. Going back to the new rules for the Application now placed into the DFW
Firewall Rule Table, the admin can see the new RulelDs that were created for each
new rule.
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Figure 39 New RulelDs for New Rules
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Just as the admin had created a monitor session for the application previously, the
admin can do the same to verify that the new rules created are being observed by
the application. The process is the same as setting up a new monitoring session for
a new application, the admin just uses the same servers that make up the application
as previously defined.

With a new monitor session run against the application and analyzed, the admin can
see that the RulelD column numbers have changed to reflect the new RulelDs from
the new rules built in the Build section.
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Figure 40 Verify Monitor Session with new RulelD entries

By clicking on one of the links of the RulelDs listed, the admin can see the DFW rule

detalils.

Rule Details (x)

Section Name: Application Rules

Rule Id: 1082

Rule Name: Allow App to DB

Rule Type: LAYERZ

Rule Direction: IOt

Source Diestination Bervice Action Applied To

F_,QSG-APP f)SG-DB L] MysaL i App01 - Net...
Allow B8WebD1 - Ne...

i DBO1 - Net...

Figure 41 RulelD DFW Details
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Help and More Information

NSX-v Documentation

In addition to this document, you can read the following documents for help setting
up NSX-v. All are available from
https://www.vmware.com/support/pubs/nsx_pubs.html:

e NSX for vSphere Installation and Upgrade Guide
e NSX for vSphere Administration Guide
e NSX for vSphere API Reference Guide

e NSX for vSphere Command Line Interface Reference

NSX Micro-segmentation Guides

The following guides can provide further insights into the process of Micro-
segmentation and examples of how and where to start:

e  Micro-segmentation Day 1 Guide

e https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/products/nsx/vmware-
nsx-microsegmentation.pdf

e Micro-segmentation Day 2 Guide

e https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/products/nsx/vmware-
micro-segmentation-day-2.pdf

Contacting the NSX Technical Services Team

You can reach the NSX technical services team at
http://www.vmware.com/support.html.
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