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Abstract

This white paper provides an overview of how VMware ESX integrates with EMC® CLARIiiON® storage
systems. It outlines the Unisphere™ or Navisphere® VM-aware feature, which automatically discovers
virtual machines managed under VMware vCenter Server and provides end-to-end, virtual-to-physical
mapping information. This white paper also discusses the VMotion, VMware HA, and Distributed

Resource Scheduling capabilities of VMware ESX, as well as clustering of virtual machines when
connected to a CLARIiON storage system.
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Executive summary

EMC is aggressively expanding product sets from high-end to midtier markets. Through VMware, the
industry leader of x86 server-virtualization software, and EMC® CLARIiiON®, which offers the best
performance in midtier storage, EMC is integrating cutting-edge virtualization technology into its core
storage business.

An example of this technology is the Unisphere™ or Navisphere® VM-aware feature, which is available on
the CLARIION CX4 series. This feature eliminates the painstaking task of manually mapping out the
virtual infrastructure, and simplifies common administrative activities such as troubleshooting and capacity
planning in virtualized environments. The new CLARIiiON provisioning tool, called the CLARiiON Plug-
in for VMware, automates certain tasks for storage and VMware administrators, such as creating and
provisioning LUNS to a cluster of ESX hosts.

Introduction

This white paper outlines the benefits of using VMware virtualization products with the CLARIiiON storage
system and how to combine features to complement one another. This paper also discusses the connectivity
aspect of attaching VMware ESX to the CLARIiON storage system.

Audience

This paper is intended for customers, partners, and EMC field personnel requiring information about the
features, parameters, and configuration of the VMware ESX host. It includes information about how these
features integrate with the CLARIiiON storage system. It is assumed that the audience is familiar with
CLARIiON hardware and software products, and has a general idea of how VMware ESX works.

CLARIION terminology
CLARIIiON LUN — Logical subdivisions of disks in a RAID group or pool.

MetalLUNs — These are LUN objects created from multiple CLARiiON LUNs. MetaLUNSs provide
dynamic LUN expansion and also distribute storage across a very large number of drives.

MirrorView™ — Software designed for disaster recovery solutions by mirroring local production data to a
remote disaster recovery site. It offers two complementary remote mirroring products:
MirrorView/Synchronous and MirrorView/Asynchronous.

RAID groups —Disks grouped together under a unique identifier in a CLARiiON storage system.

SAN Copy™ — Data mobility software that runs on the CLARIiiON.

SnapView™ — Software used to create replicas of the source LUN. These point-in-time replicas can be
pointer-based snapshots or full binary copies called clones or BCVs.

Pool — A Unisphere term that refers to a group of disk drives that may be used for configuring thin or
thick LUNS.

Thin pools — A Navisphere Manager term that refers to a group of disks that may be used for configuring
thin LUN:S.

Thin LUN — A logical unit of storage within a pool where physical space allocated on the storage system
may be less than the user capacity seen by the host server.

Thick LUN — A logical unit of storage within a pool where physical space allocated on the storage system
is equal to the user capacity seen by the host server.

Unisphere — The new management interface for managing CLARIiiON and Celerra® systems.

EMC CLARIiON Integration with VMware ESX
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VMware terminology
Cluster — A cluster is a collection of ESX hosts and associated virtual machines that share resources and a
management interface.

ESXi — VMware ESXi is a thin, embedded version of ESX that does not have a service console. It moves
the server kernels to a dedicated hardware device.

VMware ESX — VMware’s high-end server product that installs directly on the physical hardware and
therefore offers the best performance. ESX supports more virtual machines per physical CPU than its other
virtualization products such as VMware Server (previously called GSX server).

Farm or data center— The primary organizational structure used in VMware vCenter, which contains
hosts and virtual machines. The term farm is used with VMware vCenter 1.x while the term data center is
used with vCenter.4.0 or 2.x.

Guest operating system — An operating system that runs on a virtual machine.

Hypervisor —Virtualization software that allows multiple operating systems to run concurrently on a host
computer.

ISO image — A CD or DVD image that can be downloaded and burnt on a CD-ROM or DVD-ROM, or
mounted as a loopback device.

Mapping file — A VMFS file containing metadata used to map and manage a raw device.

Network label — A unique name given to a virtual switch on the ESX server.

Port groups —Port groups define how a connection is made through the vSwitch to the network. Network
services connect to virtual switches through port groups. Usually one or more port group is associated with
a single vSwitch.

Raw device mapping (RDM) — Raw device mapping volumes consists of a pointer in a .vmdk file and a
physical raw device. The pointer in the .vmdk points to the physical raw device. The .vmdk file resides on a
VMFS volume, which must reside on shared storage.

Service console (COS) — The modified Linux kernel that serves as the management interface to the ESX
server. Not to be confused with VMkernel.

Templates —A means to import virtual machines and store them on disk that can be deployed at a later
time to create new virtual machines.

VMware vCenter — A virtual infrastructure management product that manages and provide valuable
services for virtual machines and underlying virtualization platforms from a central, secure location.

VMware vSphere Client — An interface that allows you to connect any Windows PC remotely to a
vCenter Server or ESX/ESXi.

Virtual machine — A virtualized x86 PC environment on which a guest operating system and associated
application software can run. Multiple virtual machines can operate on the same physical machine
concurrently.

Virtual machine configuration file — A file containing a virtual machine configuration that is created by
the Configuration Wizard or the Configuration Editor. VMware ESX uses this file to identify and run a
specific virtual machine. It usually has a .vmx extension.

Virtual switch — A switch that allows virtual network interface cards (NICs) to communicate with one
another. Additionally, you can connect one or more physical network adapters to a virtual switch, so that
virtual machines can communicate with the outside world.

VMFS — A clustered file system that stores virtual disks and other files that are used by virtual machines.

VMkernel — A kernel that controls the server hardware and schedules virtual machine computations and
1/0 operations.

EMC CLARIiON Integration with VMware ESX
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ESX overview

ESX consists of virtualization software that provides server consolidation by allowing several instances of
similar and dissimilar operating systems to run as virtual machines on one physical machine. This cost-
effective, highly scalable virtual machine platform offers advanced resource management capabilities. ESX
minimizes the total cost of ownership (TCO) of computing infrastructure by:

e Increasing resource utilization.
e Decreasing the number of servers and all associated costs.

e Maximizing server manageability.

Figure 1 shows the architecture of two ESX servers (ESX 1 and ESX 2) with virtual machines containing
guest operating systems that sit on top of the virtualization layer.

Virtual Machines Virtual Machines

BB EE BB

VMware ESX 1 VMware ESX 2

Figure 1. Architecture of VMware ESX

ESX runs directly on the hardware, and allows virtual machines to run on a hypervisor or on top of the
virtualization layer provided by VMware. The combination of an operating system and applications is
referred to as a virtual machine. You can use the VMware vSphere Client to manage a single ESX server,
while a VMware vCenter Server can manage one or multiple ESX 4.x and/or ESX 3.x servers.

VMware ESX 4.x is similar to the previous versions of ESX, and includes a service console (COS) to boot
ESX. VMware ESXi is a “thin” version that does not include a service console. The VMware ESXi version
is managed using a vCenter Server or a client whose operating system is embedded in the hardware or can
be installed on a hard disk. On Windows and Linux platforms, you can also use RemoteCLI to issue
commands directly to VMware ESXi. For more information on ESX 4.x/ESXi, please see
WWW.vmware.com.

Features

ESX has several features that work with the CLARIiiON storage system. The features discussed in this
paper are VMotion, Distributed Resource Scheduling and VMware HA, VMware Clustering, and
Consolidated Backup technology. The Distributed Resource Scheduling, VMware HA, and Consolidated
Backup features are enhanced in ESX 4.x/ESX 4i.

EMC CLARIiON Integration with VMware ESX
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VMware VMotion

ESX Server version 2.0.1 was the first platform to support VMotion. With VMotion, VMware
administrators can move virtual machine partitions from machine to machine while real workloads run in
the partitions. System administrators can use VMotion, a systems management and provisioning product
that works through VMware vCenter, to quickly provision and reprovision servers with any number of
virtual machines.

VMotion technology provides the ability to migrate a running virtual machine from one physical ESX
server to another—without application service interruption—allowing for fast reconfiguration and
optimization of resources without impacting users. With VMotion, VMware allows administrators to move
virtual machine partitions from machine to machine on the fly, as real workloads run in the partitions. This
allows administrators to do hardware maintenance without interrupting applications and users. It also
allows the administrator to do dynamic load balancing to maintain high utilization and performance.

VMware Storage VMotion

This feature, available in ESX 4.x, ESX 3.x, and ESXIi, allows you to migrate a virtual machine from one
storage system to another while the virtual machine is up and running. For example, using either the
vCenter GUI (available in vSphere 4.x) or RemoteCLI interface, virtual machine files can be moved from
one FC LUN to another FC LUN without taking the virtual machine offline. Storage VMotion is supported
for VMFS volumes and qualified for FC-to-FC storage or FC-to-iSCSI storage and vice versa. For more
information on VMFS, see the “LUN partitioning” section.

VMware Distributed Resource Scheduling and High Availability

The VMware Distributed Resource Scheduling (DRS) feature improves resource allocation across all hosts
by collecting resource (CPU, memory, and disk®) usage information for all hosts and virtual machines in
the cluster, and generating recommendations for virtual machine placement. These recommendations can
be applied automatically or manually. Depending on the configured DRS automation level, DRS can
display or automatically implement recommendations. The result is a self-managing, highly-optimized,
highly-efficient computer cluster with built-in resource and load balancing. In ESX 4.X/ESX 3.X/ESXi,
VMware’s Distributed Power Management reduces power consumption by intelligently balancing a data
center's workload. Distributed Power Management, which is part of VMware DRS, automatically powers
off servers whose resources are not immediately required and returns power to these servers when they are
needed.

VVMware High Availability (HA) detects ESX hardware failures and automatically restarts virtual machines
and their resident applications and services on alternate ESX hardware, enabling servers to recover more
rapidly and deliver a higher level of availability. Using VMware HA and DRS together combines automatic
failover with load balancing. This combination results in a fast rebalancing of virtual machines after HA
has moved virtual machines to different hosts. In VMware vSphere 4, enhanced HA provides support for
monitoring individual virtual machine failures, irrespective of the state of the underlying ESX host.
VMware HA can now be configured to restart the failed virtual machine or send a notification to the
administrator.

VMware Fault Tolerance

The fault-tolerance features introduced with ESX 4.x provide higher availability than VMware HA. The
fault-tolerance features allow you to protect any virtual machine from losing data, transactions, or
connections when there is a host failure. A duplicate virtual machine called the secondary VM of the
production (or primary) VM is created on a different host. The VMware vLockStep method captures inputs
and events from the primary VM and sends them to the secondary VM, so the VMs are identical. The
secondary VM can take over execution from the primary VM, thus providing another level of fault
tolerance.

All hosts must have access to the primary VMs datastores and networks through a distributed switch.

! Disk support information is available in vSphere 4.1.
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When a VM is configured to be fault tolerant, the DRS feature is automatically disabled. For more details,
please see the vSphere Availability Guide available on www.vmware.com.

VMware clustering

The ESX server can be clustered at a virtual machine level within a single ESX server (referred to as an in-
the-box-cluster) or between two or more ESX servers (referred to as an outside-the-box-cluster). The
cluster setup within a box is useful for providing high availability when software or administrative errors
are the likely causes of failure. Users who want a higher level of protection in the event of hardware
failures, as well as software/logical failures, benefit from clustering outside the box.

VMware N_Port ID Virtualization

N_Port ID Virtualization (NPIV) within the Fibre Channel protocol allows multiple virtual N_Port IDs to
share a single physical N_Port. In other words, you can define multiple virtual initiators through a single

initiator. This feature, available in ESX/ESXi, enables SAN tools that provide QoS at the storage-system

level to guarantee service levels for VM applications.

Within VMware ESX, NPIV is enabled for each virtual machine, so that physical HBAs on the ESX server
can assign virtual initiators to each virtual machine. As a result, within ESX, a virtual machine has virtual
initiators (WWNSs) available for each HBA. These initiators can log in to the storage like any other host.
VMware NPIV support is limited to RDM volumes. For more details about this configuration, please see
the “CLARIiiON and VMware NPIV support” section.

VMware Site Recovery Manager (SRM)

VMware Site Recovery Manager (SRM) integrates various EMC replication software products (such as
MirrorView/S) to automate the failover process for virtual machines. SRM centralizes the creation and
management of the disaster recovery strategies that are implemented at the secondary site. SRM uses
EMC'’s array-based snapshot technologies to test the failover process, and to ensure that the recovery image
is consistent.

SRM requires that the protected (primary) site and the recovery (secondary) site each have two independent
virtual infrastructure servers to facilitate the failover process. Array-based Site Recovery Adapters (SRAS)
are also installed at both sites; these SRAs communicate with the storage systems (arrays). For more
information about using SRM with CLARIiiON storage systems, please see the “CLARiiON and VMware
Site Recovery Manager (SRM)” section.

EMC CLARIION overview

The EMC CLARIiON family of networked storage systems brings best-in-class performance to the midtier
with a wide range of storage solutions—all based on the powerful, proven, eight generations of CLARiiON
architecture. They provide multiple tiers of storage (both Fibre Channel and SATA) in a single storage
system, which significantly reduces acquisition costs and management costs by allowing multiple tiers to
be managed with a single management interface. The next-generation CLARIiiON systems, called the CX4
series with UltraFlex™ technology, deliver storage systems that you can easily customize by populating
your 1/O slots with either Fibre Channel or iSCSI 1/0 modules. Products with multiple back ends, such as
the CX4-240, CX4-480, and CX4-960, can support disks operating at both 2 Gb/s and 4 Gh/s
simultaneously.

CLARIiON storage systems address a wide range of storage requirements by providing flexible levels of
capacity, functionality, and performance. The AX4-5 is an entry-level system that consists of single-
controller and dual-controller models. It supports both Serial Attached SCSI (SAS) and SATA drives and
connectivity for up to 64 high availability (HA) connected hosts. The CX4 Model 120 supports up to 120
drives and connectivity for up to 256 HA hosts. The CX4 Model 240 storage system expands the family,
supporting up to 512 HA hosts and up to 240 drives. The CX4 Model 480 further expands the CX4 family

EMC CLARIiON Integration with VMware ESX
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by supporting 1,024 HA hosts and 480 drives. The high-end CX4 Model 960 adds even more capability,
supporting up to 4,096 HA hosts and up to 960 drives. Table 1 and Table 2 summarize the basic features
for the CLARIION CX4 and AX4 storage systems.

Table 1. CLARIiON CX4 storage systems feature summary

Feature CX4-120 | CX4-240 | CX4-480 | CX4-960
IMaximum disks 120 240 480 960
Storage processors (SP) 2 2 2 2
|Physical memory per SP 3GB 4GB 8 GB 16 GB
||Max write cache 600 MB 1.264 GB 45GB 10.764 GB
||Max initiators per system 512 1024 2048 8192
[High-avaitability hosts 256 512 1024 4096
||Minimum form factor size 6U 6U 6U 9uU
IMaximum standard LUNs 1024 1024 4096 4096
SnapView snapshots Yes Yes Yes Yes
SnapView clones Yes Yes Yes Yes
SAN Copy Yes Yes Yes Yes
|MirrorView/S Yes Yes Yes Yes
||MirrorView/A Yes Yes Yes Yes

Table 2. CLARIiON AX4-5 storage systems feature summary

||Feature AX4-5 AX4-5i
IMaximum disks 60 60
Storage processors (SP) lor2 lor2
|Front-end FC ports/SP 2@ 4Gbis N/A
||Front—end iSCSI ports/SP N/A 2@ 1Gb/s
||Back-end FC ports/SP 1@4Gb/s | 1@ 2Gbls
||Cache 2GB 2GB
|High-availability hosts 10/64* 10/64*
||Minimum physical size 2U 2U
IMaximum standard LUNs 512 512
SnapView snapshots Yes Yes
SnapView clones Yes Yes
SAN Copy Yes N/A
MirrorView/S Yes N/A
||MirrorView/A Yes N/A

*Support for 10 hosts with the base pack and 64 hosts with the expansion enabler
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Why use CLARIiON with VMware ESX?

CLARIiON and VMware complement each other with the features that they provide. Some of the reasons
CLARIiION is an ideal fit for VMware in the midrange storage market include:

e CLARIiON provides a family of storage systems of varying specifications with Fibre Channel and
iSCSI connectivity. This allows the user to make the optimal choice of a storage system based on
capacity, performance, and cost.

e The CLARIION storage system’s modular architecture allows a mixture of Flash, FC, and SATA
drives. Flash drives and FC drives can be used for 1/O-intensive applications, while SATA drives are
used for backup and offloading old data, among other things.

e CLARIiON storage systems can scale quickly to manage anticipated data growth, especially as the
storage need for virtual machines increases on the VMware ESX server.

e CLARIION Virtual (thick or thin) Provisioning improves storage capacity utilization and simplifies
storage management by presenting a virtual machine with sufficient capacity for an extended period of
time.

e CLARIiON’s compression feature, intended for relatively inactive LUNS, improves storage utilization
of virtual machines by compressing data (such as VM images and templates) so they use less storage.

e CLARIiON storage can be shared across multiple ESX servers, allowing storage consolidation to
provide efficient use of storage resources, which is valuable for clustering and VVMotion.

e  Software capabilities such as VM-aware Unisphere, VM-aware Navisphere, and EMC Virtual Server
Integrator make it easy for storage and VMware administrators to validate changes, plan capacity, and
diagnose problems on the ESX and CLARIiON side.

e The CLARIiON Plug-in for VMware bridges the gap between storage and VMware administrators by
automating certain tasks, such as creating storage and their replicas, and assigning them to a cluster of
the ESX hosts.

e The auto-tiering and FAST Cache features optimize TCO and performance by automating data
movement from within the array at a sub-LUN level. These features provide a simplified provisioning
model to maximize functionality and efficiency of the VMware ESX host, as opposed to internal server
storage.

e CLARIiON FLARE® release 30 adds support for vStorage APIs for Array Integration (VAAI). This
provides efficient SCSI LUN reservation methods for better VM scalability, and reduces the amount of
host 1/0 traffic going from the host to the storage system during cloning or zeroing operations.

e With EMC Replication Manager support for VMware ESX, customers have a single, easy-to-use
interface for provisioning and managing application-consistent replicas running inside a virtual
machine that is attached to the CLARIiiON storage system.

e The Unisphere and Navisphere Manager suites provide web-based centralized control of global disk
space, availability, security, quality of service, replication, and reporting for virtual machines
provisioned by the CLARIiON storage system.

e The redundant architecture of the CLARIiiON storage system provides no single point of failure,
thereby reducing application downtime and minimizing business impact for storage upgrades.

CLARIiON configuration with VMware

This section discusses how CLARIiiON hardware and software technologies work with VMware ESX. It
includes topics such as booting from SAN, CLARIION array-based software implementation, multipathing,
and failover software from VMware.

Basic connectivity

Connecting ESX to the CLARIiION storage system requires LUN masking to be enabled (Access Logix™
or Storage Groups) in the SP Properties dialog box on the CLARIiON storage system. Access Logix

EMC CLARIiON Integration with VMware ESX
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ensures that hosts only have access to “their” LUNs on the CLARiiON. In most customer environments,
CLARIiION assigns storage (Fibre Channel or iSCSI) to ESX and not to individual virtual machines. In
such a configuration, LUNSs presented to the virtual machines are typically transparent to the guest
operating system. These LUNSs assigned to ESX are not automatically assigned to the virtual machines; the
VVMware vCenter Server or the Management User Interface assigns a LUN or part of a LUN to the
individual virtual machines.

VMware ESX/ESXi allows the user to add virtual disks to a virtual machine without powering the virtual
machine down. This functionality is provided in the Add dialog box in VMware vCenter 2.0 and later,
which is shown in the following figure.

When connecting a CLARIION (CX4 or AX4) Fibre Channel storage system to ESX both direct and FC-
SW connections are supported. For specific versions of VMware ESX that support direct and FC-SW
connect, consult the E-Lab™ Navigator on Powerlink®.

When connecting CLARIiiON iSCSI storage to ESX, both the software and hardware initiators are
supported. The drivers for the software and hardware initiator are installed by default during the installation
of the ESX operating system. The software initiators for network cards and HBA hardware initiators are
configured through the VMware vCenter interface. Please see VMware ESX/ESXi documentation for more
details.

VMware ESX /ESXi support both Fibre Channel and iSCSI storage. However, VMware and EMC do not
support presenting the same LUN via both Fibre Channel and iSCSI protocols when connecting VMware
ESX/ESXi servers to CLARIION storage systems.

2 Gb/s, 4 Gb/s, and 8 Gb/s Fibre Channel connections are supported with VMware ESX when connected to the
CLARIiON CX4 series storage systems.

(=¥ Thin ¥# - ¥irtual Machine Properties

Hardware IODtiDns ] Resources ] virtual Machine Version: 7
Disk File:
I sShow all Devices faclT REMERE | [[Thin CLARGGN LUM] Thin WMiThin WM. vmdk.
Hardware SuUMrnary
W Memory 1024 MB Disk Prowisioning
o crPus 4 Tvpe: Thin
|;| wideo card Wideo card Provisioned Size: g ::l |GB j
= YMCI device Restricted
é Floppy drive 1 Client Device Maximum Size (GE): 1ELE3
£y COfovD Drive 1 fdewscda ) .
EE Metwork adapter 1 W Mebwork Mirtual Device Mode
) 5CsIcontraller 0 LSI Logic Parallel |sca1 009 Hard disk 1 |
—= Hard disk 1 wirtual Disk |
Mode
[ Independent
Independent disks are not affected by snapshats.
—~
Changes are immediately and permanently writken ko
the disk,
o~
Changes ta this disk are discarded when yvou power
off or rewvert to the snapshot,
Help ik Cancel |
A

Figure 2. Adding a CLARIiiON LUN to a virtual machine (guest operating system) using
VMware vCenter for the VMware ESX/ESXi
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Booting from a CLARIiON storage system

This section discusses the procedure for booting VMware ESX and guest operating systems—Windows,
Linux, NetWare, and Solaris—from CLARiiON LUNSs.

Booting ESX 4., 3.x, and ESX 2.5.x from CLARIiiON LUNs with ESX

When ESX 4.x and ESX 3.x have Fibre Channel HBAs zoned to a CLARIiON storage system, the service
console can boot from a CLARIiiON LUN through the HBAs. ESX 4.x and 3.x support SAN boot through
Fibre Channel and iSCSI HBAs. SAN storage can be connected to VMware ESX 4.x or 3.x directly or
through a switch.

There is no boot-from-SAN support for the VMware ESXi operating system image.

VMware ESX accesses LUNs through either a Fibre Channel or iSCSI HBA. If the VMware ESX server
has more than one HBA, all its HBAs must be the same model. The HBAs can be single or dual-ported.

To boot through a LUN you must:
e Configure the BIOS settings for the Fibre Channel HBA to select the CLARiiON LUN as the boot
device.

e The internal SCSI device (controller) must be disabled for the CLARiiON LUN to map as /dev/sda.
Since the CLARIiON storage system consists of active/passive path configuration, the lowest-
numbered path to the boot LUN must be the active path.

e For ESX 4.x and ESX 3.x, when installing the server software, select the CLARiiON LUN from which
the operating system will boot.

Booting guest operating systems on CLARIION LUNs

Virtual machines can run on CLARIiiON LUNSs, as well as on internal disks. Virtual machines can boot
using both Fibre Channel and iSCSI CLARIiON storage. Booting virtual machines from shared storage is
also a requirement for VMware VVMotion.

When booting virtual machines from a CLARIiiON storage system, the LUNs are first presented to ESX.

LUNSs presented to virtual machines are presented as “virtual” disks; to the virtual machine it appears that it
is accessing a physical disk. These disks are created when the virtual machine is created using a VMware
vCenter Server. The operating system can be installed on these “virtual” disks using a CD or 1SO image.
When the virtual machine is created, a configuration file with a .vmx extension is also generated. This file
contains the location of virtual disks, memory size, and some basic hardware setup information (CD-ROM
drive, floppy drive, network connections) for the virtual machine.

Once the virtual machine is up and running, it is highly recommended that VMware Tools be installed on
each virtual machine. VMware Tools will optimize the use of VMware ESX resources. VMware Tools
also provide a VGA device driver and a heartbeat mechanism for the virtual machine to communicate with
the VMkernel.

The procedure for connecting VMware ESX to the EMC CLARIiON storage system is found in the Host
Connectivity Guide for VMware ESX Server.

VMware does not support booting VMware ESX over iSCSI storage using the software initiator; however, it does
support booting VMs residing on iSCSI LUNS, which is a requirement for VMotion.

In addition, a virtual machine can install an iSCSI software initiator and connect directly to iSCSI ports on
the CLARIiON storage system. Thus, a VMware ESX server can be connected (via Fibre Channel or
iSCSI) to a CLARIION, and a VM on the ESX server can also be connected (via iSCSI) to the same
CLARIiON.
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With the FLARE® 29 release, the number of initiators that log in to the CLARiiON has been increased:; this
allows more virtual machines to directly connect to CLARIiiON systems using iSCSI within the VM or
NPIV technology (discussed later), thus providing scalability improvements.

Unisphere or Navisphere management

Unisphere Host Agent, Navisphere Agent (for CX, CX3, and CX4 arrays), or the server utility should be
installed on the ESX service console to register ESX 3.x servers with the CLARIiON storage system. The
VMware Navisphere Agent installed on the ESX provides device mappings information and allows path
registration with the storage system. It does not provide device mapping information from the virtual
machines since the agent is installed on ESX.

Unisphere Host Agent, Navisphere Agent, and server utility software packages are not supported on ESX
4.x; instead the CLARIiiON storage system initiator records are automatically registered when ESX reboots
or when a rescan of the ESX 4.x server occurs. The same thing happens on ESXi, which does not have a
service console to install or run the host agent or server utility. For this reason, manual registration is not
necessary. It is important to make sure that the ESX host is properly configured with an IP address and a
hostname to ensure proper registration with the CLARIiiON storage system. If you have multiple service
console NICs configured, ensure they have a valid IP address. Check the /etc/hosts file on the ESX server
to see if the NICs are properly configured and do not have any 127.0.0.1 entries.

Navisphere CLI and array initialization software for the CX and AX4 series storage systems can run on the
ESX server console for ESX 4.x and ESX 3.x servers, as well as the individual virtual machines.

For the agents or CLI to work with ESX 3.x and for Navisphere CLI to work on ESX 4.x when connected
to a CLARIiON storage system, the ports for agent and/or CLI need to be opened. This can be done by
executing the following command on the ESX service console:

# esxcfg-firewall -o --openPort <port,tcp|udp,in|out,name>
For example:

esxcfg-firewall -o 6389,tcp,in,naviagent

There is also a shell script that automatically opens the firewall ports for the Unisphere Host Agent or
Navisphere Agent. For detailed information on which ports to open, see the CLARiiON Server Support
Products for Linux and VMware ESX Server Installation Guide available on Powerlink®, EMC’s password-
protected extranet for customers and partners. When the Unisphere Host Agent or Navisphere Agent is
installed on ESX 3.x servers, rescan the VMware ESX server and then restart the agent so that it
communicates with the storage system and sends updated information.

When Navisphere CLI is installed on virtual machines configured on ESX 3.x, some commands (for
example, lunmapinfo or volmap) that require the Unisphere Host Agent or Navisphere Agent must
be directed to the ESX service console and not to the virtual machines. Check the agent/CLI release notes
on Linux and VMware for more details. Figure 3 shows the device mapping information that is listed when
the lunmapinfo command is issued from the Navisphere CLI on a Windows virtual machine. This
command is directed to the agent residing on the ESX service console. For ESX 4.x or ESXi servers, the
volmap command gets device information using the following:

# naviseccli -h 10.14.15.16 server -volmap -host 10.14.15.140
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G-~ Program Files-~EMC~Mavisphere CLI >navicli —h 18.14_1%7.73 lunmapinfo
Logical Drives: vmhbha#@:-1:d,. ~boot. .~
Physical Device: sda

Logical Drives: uvmhhal:@:8
Physical Device: sdc

Logical Drives: vmhhal :@:1
Physical Device: sdd

Logical Drives: uvmhhal :@:2
Physical Device: sde

-Nu storage systems were found. Certain fields could not be displavyed.

Figure 3. Executing the lunmapinfo command issued on a Windows virtual machine and
sent to the Unisphere Agent or Navisphere Agent on the ESX service console

You can use the symm inq utility to get device mapping information from the virtual machine to the
CLARIiON LUN level. The virtual disks assigned to the virtual machine must be configured as raw
mapped LUN for this to work correctly. Figure 4 shows output for the ing —clar_wwn command.

(RN

C:~>ing —clar_wwun

Inguiry wutility,. Uersion U7.3-623 C(Rev B.6) (8IL Uersion U6.0.8.8 (Edit Lev
el 623>

Copyright <C> by EMC Corporation, all rightsz reserved.

For help type ing —h.

Array Serial # SF IP Address

WREBBA221868734 A 18.14.17.78 Bx8886 68868168hYa5888
WREBBA22180734 18.14.17.72 Bx088a 680601668h7a5088
WREBBA22188734 A 18.14.17.78 Bx0883 68060168h7a5088

Figure 4. Output for the inq —clar_wwn command that provides device mapping
information from the virtual machine level to the CLARIiiON LUN level

The Unisphere Server Utility or Navisphere Server Utility software can determine the ESX server
configuration and check to see if the VMware ESX configuration is a high-availability environment.
Support for VMware ESX with the Navisphere Server Utility is available with FLARE 28. Support for
VMware ESX with the Unisphere Server Utility is available with FLARE 30.

The Unisphere or Navisphere Server Utility must be installed on a Windows server to communicate with
VMware ESX 4.x, ESX 3.x, and ESXi, or VMware vCenter Server. Figure 5 shows how to enter the
credentials for VMware vCenter using the Navisphere Server Utility. You can now view the report
generated by the server utility for a particular ESX server.
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File Options Help

Select Host Type
Fleaze select the host for which High Svailability Statistics will be gathered.

Hoszt Tupe
" Localhost

(* ESH Server

Dizcowveny Settings for ESX Server

= Eoe IP Address |1D.14.18.12El
O Mirtual Center Usermame |r00t
Password ]

Enter ESX or
VirtualCenter credentials ESX P Addiess |
]

Click "Me=t'" to continue.

<< Back | Mext > | Cancel

Figure 5. Using the Unisphere Server Utility with a VMware ESX 4.x/4i server

Figure 6, Figure 7, and Figure 8 are examples of reports generated by the server utility for ESX 4.x and 3.5.
In Figure 7, the server utility reports the policies configured for the LUNS.

Server Name ESX7

Server IP 10.14.18.129; 192.168.3.210
0S Name VMware ESX 4.1.0 build-235786
0S Revision 4.1.0

Vendor Dell Inc.

Distribution 235786

Mavisphere Host Agent Status Mot available

Failover Software Status Summary

No failover software was detected on the server.

__mm

60:06:01:60:77:de:22:00:7e:45:34:33:25:79:df: 11  naa.6006016077de22007e4534332579df11  VMW_PSP_RR 2

60:06:01:60:83:02:27:00:43:69:c6:6f:2b:73:df: 11 naa.60060160830227004a69c66f2b73df11  WMW_PSP_FIXED_AP 2 NMP
60:06:01:60:83:02:27:00:80:6b:03:83:f7:73:df: 11 naa.6006016083022700806b0383f773df11  WMW_PSP_FIXED_AP 2 MMP
60:06:01:60:77:de:22:00:7f:45:34:33:25:79:df: 11 naa3.6006016077de22007f4534332579df11  VMW_PSP_MRU 2 NMP
60:06:01:60:83:02:27:00:f8:0d:a2:b9:10:7a:df: 11 naz.0006016082022700f80da2b9107adf11  VMW_PSP_FIXED_AP 2 NMP
60:06:01:60:83:02:27:00:20:d9:f6:cd:f6:73:df: 11  naz.000601608302270020d9focdfe73df11  WMW_PSP_FIXED_AP 2 NMP
60:06:01:60:83:02:27:00:81:6b:03:83:f7:73:df: 11 naa.6006016083022700816b0383f773df11  VMW_PSP_FIXED_AP 2 NMP
60:06:01:60:77:de:22:00:80:45:34:33:25:79:df: 11 nas3.6006016077de2200804534332579df11  WMW_PSP_MRU 2 MNMP
60:06:01:60:77:de:22:00:44:58:26:28:a1:74:df: 11 naa.6006016077de220044582628a174df11 VMW_PSP_RR 2 NMP
60:06:01:60:83:02:27:00:82:6b:03:83:f7:73:df: 11 naa3.0006016082022700826b0383f773df11  VMW_PSP_FIXED_AP 2 NMP
60:06:01:60:77:de:22:00:81:45:34:33:25:79:df: 11 naz.0006016077de2200814534332579df11  VMW_PSP_MRU d NMP
60:06:01:60:83:02:27:00:¢8:53:32:¢6:72:74:df: 11  naa.6006016083022700c85332¢67274df11  VMW_PSP_FIXED_AP 2 NMP
60:06:01:60:83:02:27:00:84:9b:36:54:29:73:df: 11 naa.6006016083022700849b36542973df11  VMW_PSP_FIXED_AP 2 NMP

HBA Details Summary

Name _____________INodewwn _loriverlport wwi(s) N L At
Robin (RR) or MRU

ISP2532-based 8Gb Fibre Channel to PCI Express HBA 2000001b32817c%e qla2xxx 2100001b32817c%

ISP2532-based 8Gb Fibre Channel to PCI Express HBA 2001001b32a17c9e qla2xxx 2101001b32a17c%e

Figure 6. Report generated by the Unisphere Server Utility showing configuration
information for ESX 4.x when using VMware’s native multipathing
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o

Server Name Bsy2
Server IP 10.14.17.24; 192.168.1.217; 10.14.17.33
05 Mame VWhware ESK Server 3.5.0 build-82663
Q5 Revision 350
Yendar Dell Computer Corporation
Distribution 82663 -
. . ESX server
MNavisphere Host Agent Status Mot available information

Failover Software Status Summary

Zlumberof Pathe

60:06:01:60:7c: 10:0e:00:98: 7d: 5e: 41 e3:46:dd: 11 vmhbal:2:0 mru
60:06:01:60:0b:60: 1d:00: e0:ee: 1d: 79:0a: 57:dd: 11 vmhba32:42:1  mru 2
60:06:01:60:44:d0: 1c:00: 20:3b:45: a6: f9:53:dd: 11 vmhba32:42:0 mru 2

HBA Details Summary \ VMware multipathing information for CLARiiON

LUNs
Name _____________[Node WWN PO

LP2000 Fibre Channel Host Adapter 20000000c9291fbb |pfc_740 10000000c9291fbb
LP9000 Fibre Channel Host Adapter 20000000c3291fd0 |pfc_740 10000000c9291fd0

iSCSI HBA Status Summary

IOQMN Mame IP Address

ign.1998-01.com.vimware: esg1 7-68a83a6e Mot available

Fibre Channel and iSCSI
connection details

Figure 7. Report generated by the Unisphere Server Utility showing configuration
information for ESX 3.x

Guest Operating Systems Summary

e Name JVM Disks

?fkorri BEEmEcrE 8.9 ¢ aNDiItabIe Other 2.6% Linux {32-hit) linuxGuest Linux a\ffv;ltable a\[:ljltab\e
HHELE a\r:‘l‘;ltabl Et’}?t‘\corr?S(DEg—\lJJ";itr;dows Serier 2083, Standars Wllakys Microsoft a\l:fq;;:able a\rj;rab\e
WP SR il el el 2 EM‘EU?S(DEZ—\};\?tquWS Server 2063, Standard windowsGuest  Microsoft a\l:fq;;:able a\lrljltab\e

Storage Volumes Summary VMFS and guest operating system details on CLARiiON LUNs

Name

Akorri VMES Aumfsfvnlumes/48608fhh-260886A34-6862-  Extent Name=vmhhal:2:0:1; Device Mame=vinhhal: 2:0;Partition

00065hfEf7C9 Mumber=1;Host Device Name=umhbal:2:0;
YMFS Aumfs/volumes/487f8377-d7e237b8-990a-  Extent Name=vmhbad2:42:0: 1;Device Hame=vmhba32:42:0;Partition
WP_LUMN 00065hfafice Mumber=1;Host Device Name=vmhba3d2: 42:0;

Figure 8. Report generated by the Unisphere Server Utility showing guest OS and VMFS
volume information

Multipathing and failover with ESX on CLARIiON

Multipathing and load balancing increase the level of availability for applications running on ESX servers.

CLARIiON storage systems also support the nondisruptive upgrade (NDU) operation for VMware’s native

failover software and EMC PowerPath®. E-Lab Navigator has a list of VMware ESX versions for which
NDU operations are supported.
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We recommend that you disable the auto-assign parameter on the CLARiiON LUN. You should only
enable auto assign if the host does not use failover software. In this situation, the failover software (instead
of auto assign) controls ownership of the LUN in a storage system with two SPs. For more information
about the auto-assign LUN, please see Knowledgebase article emc165941.

VMware native multipathing and failover on ESX/ESXi 4.x with CLARIiiON

VMware ESX/ESXi 4.x contain their own native multipathing software that is built into the kernel. This
failover software, called Native Multipathing Plugin (NMP), has three policies:

e FIXED policy
e Round Robin policy
e Most Recently Used (MRU) policy

When using ESX/ESXi 4.1 or later, there are two types of FIXED policies settings. Of the two options, for
CLARIiON storage systems, the VMW _SATP_FIXED_AP is used instead of the VMW _SATP_FIXED
setting.

When an ESX host is connected to the CX array, the SATP plug-in (VMW _SATP_CX or

VMW _SATP_ALUA_CX) determines the state of all SCSI paths that it sees. Then the Path Selection Plug-
in (PSP) selects the first available ACTIVE path for the 1/0. This is how ESX determines which active path
it should use for 1/0O.

On VMware 4.x servers with CX4 arrays, the FIXED or Round Robin policy is supported.
The FIXED policy on the CX4 provides failback capability. To use the FIXED policy, you must be running
FLARE release 28 version 04.28.000.5.704 or later. Also, the failovermode mode must be set to 4 (ALUA
mode or Asymmetric Active/Active mode). The default failovermode for ESX 4.x is 1. Use the Failover
Setup Wizard within Navisphere to change the failovermode from 1 to 4.

When using the FIXED policy, the auto-restore or failback capability distributes the LUNSs to their
respective default storage processors (SPs) after an NDU operation. This prevents the LUNs from all being
on a single storage processor after an NDU. When using the FIXED policy, ensure the preferred path
setting is configured to be on the same storage processor for all ESX hosts accessing a given LUN.

For more details on the benefits of using the Asymmetric Active/Active mode with CLARIiiON storage
systems, please see EMC CLARIiiON Asymmetric Active/Active Feature available on Powerlink.

With the FIXED policy, there is some initial setup that is required to select the preferred path; the preferred
path should also be the optimal path when using the ALUA mode. If set up properly, there should not be
any performance impact when using failovermode 4 (ALUA). Note that FIXED sends I/O down only a
single path. However, if you have multiple LUNSs in your environment, you could very well choose a
preferred path for a given LUN that is different for other LUNSs and achieve static 1/O load balancing.
FIXED performs an automatic restore, hence LUNs won't end up on a single SP after an NDU.

When using Round Robin there is no auto-restore functionality, hence after an NDU all LUNs will end up
on a single SP. A user would need to manually trespass some LUNS to the other SP in order to balance the
load. The benefit of Round Robin is that not too many manual setups are necessary during initial setup; by
default it uses the optimal path and does primitive load balancing (however, it still sends 1/0 down only a
single path at a time). If multiple LUNs are used in the environment, you might see some performance
boost. If you had a script that takes care of the manual trespass issue, then Round Robin would be the way
to avoid manual configuration.
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On a CX3 or earlier CLARIiiON storage systems, the Most Recently Used (MRU) or Round
Robin policy must be used with failovermode=1.

Note that the Most Recently Used (MRU) and Round Robin policies do not provide failback capability.
Furthermore, the Round Robin policy does not provide true dynamic load balancing; it sends 1/0 down one
chosen path at a time alternating through paths on the owning SP. The path selected for 1/O is controlled by
the Round Robin algorithm. The FIXED and MRU policies also send I/0O down only a single selected path
for a given LUN, unless that path becomes unavailable.

Figure 9 shows how the FIXED policy is configured with the CX4 storage system using VMware’s NMP
software using an ESX/ESXi 4.1 server.

(2 B
Palicy
Path Selection: WMWY _PSP_FIRED_AP -
Storage Array Type: WMWY SATP_ALLLA CX
Paths
Runtime Mame Target LLIM Status Preferred
whbaz: C0: TO:LZ S0:06:01:60:c4:60: 1F:cc 50:06:01:60:44:60: 1F:cc 2  Active (IO
wihbaz:C0:T1:LZ S0:06:01:60:c4:60: 1Fcc 50:06:01:68:44:60: 1f:cc 2 g Active
Refresh
Mame: Fc.Z2000001b32517c9e: 210000103251 7c9e-Fo, 500601 60c4601 Foc: 500601 604460 1Fcc-naa, 600601608302 270020d9F . .,
Runtime Name: wmhbaz: Co:ToiLE
Fibre Channel
Adapter: 20:00:00:1b:32:81:7c:9e 21:00:00: 1b:32:81: 7c: 9
Targek: S0:06:01:60:c4:60: 1F:cc S0:06:01:60:44:60:1F:cc
Close | Help |

Figure 9. VMware’s native multipathing software on VMware ESX 4.1 configured with the
FIXED policy setting for CLARIiON storage systems

EMC PowerPath multipathing and failover on ESX/ESXi 4.x with CLARIION

EMC PowerPath software is supported on the ESX/ESXi 4.x servers and is installed using RemoteCLI.
RemoteCLlI is a software package available for remotely managing the ESX server. PowerPath can co-exist
with VMware’s native failover such that some LUNs can be controlled by PowerPath on one array while
some LUNSs from a different array are under the control of VMware’s NMP software. PowerPath is
supported in FC and iSCSI (software and hardware initiators) configurations. Some of the benefits of using
PowerPath with ESX/ESXi 4.x are as follows:

e PowerPath on ESX/ESXi 4.x is supported with all CLARiiON CX-series arrays configured with
failovermode=4 (ALUA mode or Asymmetric Active/Active mode). EMC recommends using
failovermode=4 when it is supported.

e PowerPath has an intuitive CLI that provides an end-to-end view and reporting of the host storage
resources including HBAs all way to the storage system.

e PowerPath eliminates the need to manually change the load-balancing policy on a per-device basis.

e PowerPath's auto-restore capability automatically restores LUNS to default SPs when an SP recovers,
ensuring balanced load and performance.
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Figure 10 depicts the CLARIiiON LUNs controlled by EMC PowerPath software.

25 | Evaluation {40 days remaining}

Resource Allocation. S FErformance s Jal I il LIS s | Ewvents | Permissions
Storage Adapters Refresh Rescan...
Device Type v ~
isCSI Software Adapter
@ wrihba33 iSCSI iqn. 1995-01 . cam. vrwatepeach-SF 131 2ac!
631xESB/632xESE IDE Controller
& wmhbas Block SCSI —
& wmhbasz Block SCST
LPe12000 3Gb Fibre Channel Host Adapter
& wmhba3 Fibre Channel 20:00:00:00:c9: 76 5heca 10:00:00:00:c9: 76:5bica d
Details
vmhba33 Froperties. ..
Model: iSCSI Software Adapter
ISCSI Mame: ign. 1995-01.com. vmware;: peach-5f1312ec
iSCSI Alias:
Connected Targets: & Devices: 5 Paths: 16
View: |Devices Paths
Marne: Runkime Mame LUK Type Transpark Capacity | Owner
D3 iS5 Disk {naa. 6006016008701e00cal 45d30ac09de11) wmhba33:C0:T4:L0 o disk i5C51 5.00 5B CPowerPath )
D5 iSCSI Disk {naa. 6006016008701e00cb145d30ac09de1 1) wmhba33:C0:T4:L1 1 disk 5251 5.00GE PowerPath
D3 iSCS1 Disk {naa, 6006016092111 100bcaaSebsha1edel 1) vmhba33:C0:To:L0 ul disk i5C51 18,00 GB  PowerPath
DiaiC iS55I Disk (naa. 6B0060160921111007439b943dd9addl... vmhba33:Cl:To:L2 2 disk i5C51 30.00GE  PowerPath
DiEC iS5 Disk (naa. 6006016092111 100629679f7dc9add11) vmhba33:CoTo:L4 4 disk i5C81 17.00 GE  PowerPath

Figure 10. EMC PowerPath software configured on ESX 4.x connected to a CLARIiiON
storage system

ISCSI configurations and multipathing with ESX/ESXi 4.x

Figure 11 shows how to configure the iSCSI software on a CLARIION storage system. Note that the iSCSI
hardware-initiator configuration is similar to the Fibre Channel HBA configuration, and is not covered in
this section.

Two virtual switches (vSwitches), each containing one or more NICs, can be configured on ESX/ESXi 4.x
as shown in Figure 12. The two NICs or vmkernel ports should be on different subnets. The iSCSI ports for
the two storage processors should be split across subnets in order to spread the network load across NICS,
subnets, and SP ports.
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vSwitch 1

VMkernel port -> NIC 1

Y

SPA port 0: 10.14.19.45

IP address: 10.14.19.22

vSwitch 2

Y

SPB port 0: 10.14.19.46

VMkernel port -> NIC 2

IP address: 10.14.17.80

Y

\ 4

SPA port 1: 10.14.17.54

Figure 11. Dual virtual switch iSCSI configuration

With port binding enabled, a single vSwitch with two NICs can be configured so that each NIC is bound

SPB port 1: 10.14.17.55

to one vmkernel port. The two NICs, or vmkernel ports, should be on different subnets. Also, the two iSCSI
ports for a storage processor should be on different subnets, as shown in Figure 12. No gateways should be

configured on the NICs or SP ports.

vSwitch

VMkernel port -> NIC 1

IP address: 10.14.19.22  —~—_|

VMkernel port -> NIC 2

\

IP address: 10.14.17.80

SPA port 0: 10.14.19.45

SPA port 1: 10.14.17.54

SPB port 0: 10.14.19.46

Figure 12. Single vSwitch iSCSI configuration

SPB port 1: 10.14.17.55

When running FLARE release 30 on the CLARIiON storage system, in addition to the configuration shown
in Figure 12, it is also possible to configure port binding where two or more NICs are connected to the

same SP port and are on the same subnet as shown in Figure 13.
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vSwitch 1

SPA port 0: 10.14.19.45

A\ 4

VMkernel port -> NIC 1

A\ 4

IP address: 10.14.19.22 SPB port 0: 10.14.19.46

A\ 4

VMkernel port -> NIC 2 SPA port 0: 10.14.19.47

IP address: 10.14.19.23

A\ 4

SPB port 0: 10.14.19.48

Figure 13. Single vSwitch iSCSI configuration when running FLARE release 30 on the
CLARIiON

After the iSCSI configuration is complete, esxcli must be used to activate the iISCSI multipathing
connection using the following commands:

# esxcli swiscsi nic add -n <port_name> -d <vmhba>

Verify that the ports were added to the software iSCSI initiator by running the following command:
# esxcli swiscsi nic list -4 <vmhba>

For more details on setting up iSCSI connections, see the iSCSI SAN Configuration Guide found on
WWW.vmware.com.

Multipathing and failover on ESX/ESXi 3.x with CLARIiiON

The CLARIiION storage system supports the VMware ESX built-in failover mechanism; this mechanism is
available for ESX 3.x servers, and provides failover but not active 1/O load balancing.

PowerPath multipathing and failover software is not supported on VMware ESX 3.x servers.

The native failover software provides a listing of the paths—whether active or passive—from the VMware
ESX server to the CLARIiiON storage system. The exscfg-mpath command in ESX 3.x provides details on
all devices (Fibre Channel, iSCSI, and local) and the number of paths attached to that device. With
VMware ESXi, you can use VMware vCenter or the RemoteCLI package to see the number of paths to a
given LUN. If you are using an ESX version with a service console, type:

# esxcfg-mpath -1
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Figure 14. VMware ESX 3.x path information for Fibre Channel devices

Figure 14 shows the seven devices attached to the CLARIiON storage system. The vmhba0:x:x devices are
Fibre Channel devices. All Fibre Channel devices have paths to both SPA and SPB. The active mode for
each path shows the path the ESX uses to access the disk. The preferred mode, although it is displayed, is
not honored (it is ignored) since the policy is set to Most Recently Used (MRU). Device vmhba2:0:0 is
the internal boot device and has a single path.

Figure 15 shows the three devices attached to the CLARIiiON storage system. The vmhba40:0:x devices
are iSCSI devices. All iISCSI devices have paths going to both SPA and SPB. If using VMware NIC
teaming, the NICs must be on the same subnet and use the same IP address for failover to work between
multiple iSCSI NICs (uplink adapters). As a best practice, create dedicated virtual switches for iSCSI
traffic.

With ESX 3.5/ESXi, VMware supports the configuration of two virtual switches on separate subnets that
go to different network switches if you use the iSCSI software initiator that is built in to VMware ESX.
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Figure 15. VMware ESX 3.x path information for iSCSI devices

The MRU policy is the default policy for active/passive storage devices in ESX/ESXi 3.x environments.
The policy for the path should be set to MRU for CLARIiiON storage systems to avoid path thrashing.
When using the MRU policy, there is no concept of preferred path; in this case, the preferred path can be
disregarded. The MRU policy uses the most recent path to the disk until this path becomes unavailable. As
a result, ESX does not automatically revert to the original path until a manual restore is executed.

If you connect two ESX servers with path one from HBAL to SPA, and path two from HBAO to SPB, a
single LUN configured as a VMFS volume can be accessed by multiple ESX servers; in this example a
LUN can be accessed by both ESX servers.

If the HBAL-SPA path on ESX1 fails, it issues a trespass command to the array, and SPB takes ownership
of the LUN. If the path from HBAZ1-SPB on ESX2 then fails, the LUN will trespass back and forth between
the SPs, which could result in performance degradation.

When the CLARIiiON LUN policy is set to MRU and an ESX server with two HBAs is configured so that
each HBA has a path to both storage processors, VMware ESX accesses all LUNs through one HBA and
does not use the second HBA. You can edit the path configuration settings so the other HBA is the active
path for some LUNSs; however, this configuration is not persistent across reboots. After a reboot, the LUNs
will be on a single HBA. The advantage of this configuration is it prevents unnecessary trespasses of LUNs
in the case of failure.

The failover time can be adjusted at the HBA, ESX, and virtual machine levels. The Fibre Channel SAN
Configuration Guide and iSCSI SAN Configuration Guide found on www.vmware.com provide
recommendations for setting the failover time at the HBA and virtual machine level.

Table 3 shows the failovermode policies supported for ESX/ESXi 3.x and ESX/ESXi 4.x with CLARiiON
storage systems when using the Fibre Channel or iSCSI protocols.
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Table 3. Failovermode policies

ESX ALUA ALUA PNR mode PNR mode
version PowerPath Native PowerPath Native
(Failovermode = 4) | (Failovermode =4) | (Failovermode =1) | (Failovermode =1)
ESX/ESXi 4.x Yes Yes Yes Yes
(CX arrays running (Fixed or (CX arrays running | (Round Robin or
FLARE 26 or later) | Round Robin; CX4 | FLARE 22 or later) | MRU; CX arrays
arrays running running FLARE 22
FLARE 28 version or later)
04.28.000.5.704
or later)
ESX/ESXi 3.x No No No MRU

(CX arrays running
FLARE 22 or later)

LUN partitioning
LUNSs presented to the ESX server are ultimately presented to the virtual machines. Any storage device
presented to any virtual machine is represented as a virtual disk. To the virtual machine, the virtual disk
appears to be a physical disk. A virtual machine can have multiple virtual disks of different/multiple virtual
disk types located on multiple SCSI controllers. A CLARIiiON LUN presented to the ESX server can be
partitioned into two methods:

e VMFS datastores
e Raw device mapping

EMC CLARIiON Integration with VMware ESX

Applied Technology

25



Virtual Disks | Raw Device Mapping (RDM) |

Read (),
Write ()

Open ()

Virtual Machine
Level VM 2-4 G

VM 1-5GB

Virtualization

ESX Service wirile 5E
Console vmdk file
Level ~

[ VMFS Partition — 10 GB |

Figure 16. Partitioning a CLARIiON LUN

VMFS datastores

When a CLARIiON LUN is configured as a VMFS volume, this volume can be partitioned and presented
to a number of virtual machines. For example, if you present a 10 GB CLARiiON LUN to your ESX
server, a VMFS file system can be created on that LUN. New VMFS-3 volumes created with 3.5/ESXi
must be 1,200 MB or larger. For previous versions of ESX, the VMFS-3 requirement was 600 MB. The
user has the option of presenting this entire VMFS volume to an individual virtual machine or presenting
portions of this volume to a number of virtual machines. In Figure 16, the VMFS volume is used to create
two virtual disks (.vmdk files)—one is 5 GB and the other is 4 GB. Each of these virtual disks is presented
to a different virtual machine. It is also possible to create a virtual disk on an entire VMFS volume and
assign this virtual disk to a single virtual machine.

In ESX 4.x/3.x/ESXi, the swap files, NVRAM files, and configuration (.vmx) files for a virtual machine
reside on a VMFS-3 volume.

VMware ESX supports an undoable disk mode that allows you to keep or discard changes to a virtual disk
using snapshot technology. Snapshot technology on the ESX server is supported for VMFS-3 datastores. In
ESX 4.x/3.x/ESXIi, the snapshot technology allows all virtual disks within a VM configured as VMFS-3
volumes to be snapshotted together along with VM memory, processor, and other states using the
consolidated backup solution.

Raw device mapping (RDM)

VMware ESX 2.5 introduced a new technology called raw device mapping (RDM); this is also called a
mapped raw LUN when assigned to a virtual machine. This technology has a SCSI pass-through mode that
allows virtual machines to pass SCSI commands directly to the physical hardware. Utilities like admsnap
and admhost, when installed on virtual machines, can directly access the virtual disk when the virtual
disk is in physical compatibility mode. In virtual compatibility mode, a raw device mapping volume looks
like a virtual disk in a VMFS volume. This streamlines the development process by providing advance file
locking data protection and VMware snapshots. In RDM virtual compatibility mode certain advanced
storage-based technologies, such as expanding an RDM volume at the virtual machine level using
metaLUNSs, do not work.
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Using a raw CLARIION LUN, a user can create a raw device mapping volume by creating a mapping file
on a VMFS volume. This mapping file, which contains a . vmdk extension, points to the raw device, as
shown in Figure 16. The mapping file is created when the raw device is ready to be assigned to a virtual
machine. The entire CLARIiON LUN is presented to an individual virtual machine. The virtual machine
opens the mapping file information from the VMFS volume and can directly access the raw device
mappings volume for reading and writing.

For more information on configuring VMFS and raw device mapping volumes, refer to the ESX 4.x Basic
System Administration guide.

LUN layout recommendations

This section discusses some of the best practices for optimal capacity when designing and implementing
the LUN layout for VMware ESX servers connected to CLARIiiON storage systems.

OS images and application data images of virtual machines can reside on CLARiIiON LUNs. Since VMFS
is a clustered file system, when LUNSs are configured as VMFS volumes, many ESX servers can share
different virtual disks on the same LUN (VMFS) volume. Hence, the number of virtual machines images
installed on that particular LUN, and the workload on those virtual machines and the ESX servers that are
accessing the LUN, will dictate the number of spindles that need to be assigned to that particular LUN
(VMEFS datastore).

RAID group or storage pool LUNS (thick or thin) can be used to boot virtual machines. When using thin
LUNSs to boot VM images, care needs to be taken when configuring the storage pool. Depending on the
number of VMs that need to boot, the storage pool must have the required disks to support the capacity and
performance requirements to boot these virtual machines. Such a configuration allows the 1/0 workload to
be distributed evenly across disks when booting a number of OS images on a given LUN (VMFS
datastore). When installing a guest operating on a CLARIiiON LUN, configure the LUN to use RAID 1/0 or
RAID 5. Choose RAID 1/0 instead of RAID 5 to reduce rebuild times if there is a disk failure, and to
reduce required drive counts when workloads are performance-bound as opposed to capacity-limited.
Choose RAID 5 to provide the best efficiency of RAW storage for VMs that are capacity-bound as opposed
to performance-limited.

For I/O-intensive application data volumes, it is best to separate OS images from application data. In this
case, EMC recommends that you use either RDM or a single virtual disk configured on a VMFS volume;
since they are dedicated to only one virtual machine (that is, the entire LUN is presented to the virtual
machine), replication and backup of applications are almost similar to that of a physical server. The
management complexity might increase if multiple RDM volumes are created on the servers. A mix of
VMEFS and raw device mapping volumes are allowed on an ESX server. However, note that ESX 4.x and
3.X/ESXi have a limit of 256 SCSI disks. This limit includes both local devices and SAN LUNS.

Also, because of the use of VMware redo logs, EMC recommends that you use separate disks for test and
development applications, virtual machine templates (because of sequential 1/0 intensity), and production
LUNSs. Virtual machine templates, 1ISO images, and archived VMs are good candidates for SATA/ATA
drives.

VMware ESX 4.x/3.x/ESXi provide performance and reliability improvements where a single swap file is
available for each virtual machine. These swap files and NVRAM files for a given VM can reside on a
VMFS-3 volume. Ensure that the VMFS-3 volume has enough space to accommodate the swap files.

Application data disks residing on virtual machines should be aligned with the CLARIiiON disk stripe, just
as they are on physical servers. When aligning RDMs, align them at the virtual machine level. For
Windows virtual machines, use diskpart from Windows 2003 SP1 to perform the alignment.

VMFS-3 volumes are already aligned to 64KB during creation; however, for Intel-based systems the virtual
disks from a VMFS-3 volume need to be aligned at the virtual machine level. OS disks are difficult to
align, however they can be aligned using native or specialized software if needed.
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Align app/data disks to a 64k. (This step will not be required on Windows 2008, Vista, or Windows 7,
because in these newer operating systems partitions are created on 1MB boundaries by default.) When
formatting the app/data NTFS partitions for Windows virtual machines:

e If you are running applications, follow the recommended allocation unit size if there is one.

e Ifthere are no allocation unit recommendation, or if this is just a file share, use 8K or multiples of 8K.

For best performance, use VI Client or Virtual Infrastructure Web Access to set up your VMFS-3 partitions
instead of using the ESX 4.x or 3.x service console. Using VI Client or VI Web Access ensures that the
starting sectors of partitions are 64K-aligned, which improves storage performance. Please review the
VVMware white paper on alignment, available on vmware.com, for details. This white paper is at
http://www.vmware.com/pdf/esx3_partition_align.pdf.

Using CLARIiON metaLUNs, LUN migration, and thin LUNs with
VMware ESX 4.x/3.Xx/ESXi and 2.x

CLARIiION virtual LUN technology provides an additional layer of abstraction between the host and back-
end disks. This technology consists of two features: CLARiIiON metaLUNs and the CLARiIiON LUN
migration that is available on the CLARIiiON storage system. This section explains how CLARIiiON
metaLUNs and CLARiiON LUN migration work with VMware ESX.

CLARIiiON metaLUNs are a collection of individual LUNs. They are presented to a host or application as a
single storage entity. MetaLUNSs allow users to expand existing volumes on the fly using the stripe or
concatenation method.

CLARIiiON LUN migration allows users to change performance and other characteristics of existing LUNSs
without disrupting host applications. It moves data—with the change characteristics that the user selects—
from a source LUN to a destination LUN of the same or larger size. LUN migration can also be used on a

metaLUN.

Thin LUNSs configured within a CLARIiiON pool increase capacity utilization for certain applications and
workloads. Thin LUNSs allow more storage to be presented to an application than is physically available.
More importantly, thin LUNSs allocate physical storage only when the storage is actually written to. This
allows more flexibility and can reduce the inherent waste in overallocation of space and administrative
management of storage allocations. For more details on CLARIiiON Virtual Provisioning, please see the
EMC CLARIiON Virtual Provisioning white paper available on EMC.com and Powerlink.

CLARIiON metaLUNs, LUN migration, and thick or thin LUNs are supported with both VMFS datastores and
RDM volumes.

Expanding and migrating LUNs used as raw device mapping

A LUN presented to VMware ESX (ESX 4.x or 3.x) can be expanded with metalL UNs using the striping or
concatenation method. After the CLARiiON completes the expansion, rescan the HBAs using either
VVMware vCenter for VMware ESX 3.x/ESXi to ensure the ESX service console and VMkernel see the
additional space. Since the LUN is presented to the virtual machine, expansion must take place at the
virtual machine level. Use the native tools available on the virtual machine to perform the file system
expansion at the virtual machine level.

CLARIiON LUN migration conducted on VMFS or RDM volumes is transparent to the guest OS. For
RDM volumes, if the destination LUN is larger than the source LUN after the migration process completes,
use the procedure previously outlined to rescan the HBAs, and then expand the disk at the virtual machine
level. Note that RDM volumes must use the physical compatibility mode for expansion when using the
CLARIiiON metaLUN technology.
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Expanding and migrating LUNs used as VMFS volumes

VMware ESX supports the volume management functions where VMFS volumes can be concatenated

together as a single volume. VMware ESX 4.x/3.x/ESXi provide volume management functionality for
VMFS volumes through a process called Adding Extents with ESX 3.x or the “Increase” function in ESX 4
within VMware vCenter.

The first option to expand a CLARIiON LUN configured as a VMFS-3 volume is to add a new CLARIiiON
LUN and add extents in VMware ESX 3.x/ESXi or use the “Increase” function in ESX 4.x. To expand the

virtual disk presented to the virtual machine, use the vmkfstools utility available on ESX.

The other option is to expand a VMFS-3 volume using CLARIiION metaLUNSs and span, add an extent, or
increase the size of the VMFS datastore using the additional space in the original VMFS volume available
before expansion. Steps required to expand a VMFS datastore in ESX 4.x are as follows:

Expand the CLARiiON LUN on the CLARIiON storage system to the desired LUN size.

Issue a rescan at the ESX level.

1)
2)
3)
4)

5)

Select the Properties tab of the datastore and select the Increase option as shown in Figure 16.

After selecting the increased original CLARiiON LUN through the “Increase” wizard, the VMFS

datastore size automatically increases as needed.

With ESX 4.x, the VMFS datastore size can be increased to almost a 2 TB limit while the virtual
machines are powered on while the “Increase” wizard is executed. This is not true for ESX
3.X/ESXa3i since the virtual machines must be powered off before increasing the size of the VMFS

datastore.

=

Yolume Properties
General

Datastore Mame: ME

Tokal Capacity: 40,

Extents

Rename

FMaximum File Size:
75 GE Increase...
Elock Size:

A WIMFS File sysktem can span mulkiple hard disk partitions
extents, to create a single logical wolume.

7

Formak
File Syskem:

Extent Device

WMFS 3.33
256 GE
1 MBE

The exkent selected on the left resides on the LUMN or physical

disk described below.

Extent
DiaC Fibre Channel Disk

Capacity

{naa, 6006016034F0. .. __5D.UU B

Increase size of VMFS
datastore

Device

[DisC Fibre Channel Disk {naa.&0...

Primary Partitions
1. WMFS

100,00 GB

S0.00 GE

Capacity of LUN after
MetalLUN expansion

Refresh

| Manage Paths. .. |

Close

| Help

Figure 16. VMFS datastore “Properties” dialog for LUN expansion on ESX 4.x

With ESX 3.5, after expanding the VMFS volume, you can expand the individual virtual disk given to the
virtual machine by using the vmkfstools —extendvirtualdisk option, but first you must power off the
virtual machine that uses the virtual disk.

With ESX/ESXi 4.x, hot virtual disk (.vmdk) expansion is supported; you can use the Virtual Machine
Properties dialog box to expand the volume without powering off the virtual machine that uses the virtual

disk. However, the virtual disk must be in persistent mode and not have any snapshots associated with it.
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After the virtual disk is expanded, a guest OS rescan should show the additional space. As a best practice,
always have a backup copy in place before performing any of these procedures.
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Figure 17. Hot virtual disk expansion through “Edit settings” of the virtual machine

When CLARIiON LUN migration is used to migrate to a larger LUN, after the migration completes, and a
rescan is performed on the VMware ESX server, additional space for the LUN is visible. Use the procedure
for expanding the VMFS volume for CLARIiION metalLUNs discussed previously.

CLARIION thin LUNs with VMFS and RDM volumes

A CLARIiION pool can contain multiple thin LUNSs that can be assigned to multiple hosts. The space
assigned to these thin LUNSs is the space that the VMware ESX server sees. This does not mean that the
space is fully allocated to the thin LUN from the pool. As the host writes to the thin LUN, space is
allocated on the fly from the pool.

A thin LUN created on a pool can be used to create a VMware file system (VMFS), or assigned exclusively
to a virtual machine as a raw disk mapping (RDM). Testing has shown that the VMFS datastore is thin
friendly, meaning when a VMware file system is created on Virtual Provisioning (thin) LUNs, a minimal
number of thin extents is allocated from the pool. Furthermore, a VMFS datastore reuses previously
allocated blocks, thus benefiting from Virtual Provisioning LUNs. When using RDM volumes, the file
system or device created on the guest OS will dictate whether the RDM volume will be thin friendly. Table
4 lists the allocation polices when creating new virtual disks.
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Table 4. Allocation policies when creating new virtual disks on a VMware datastore

Allocation mechanism | VMware kernel behavior
(Virtual Disk format)

Zeroedthick All space is allocated at creation but is not initialized with zeros. However, the allocated
space is wiped clean of any previous contents of the physical media. All blocks defined
by the block size of the VMFS datastore are initialized on the first write. This is the
default policy when creating new virtual disks.

Eagerzeroedthick This allocation mechanism allocates all of the space and initializes all of the blocks with
zeros. This allocation mechanism performs a write to every block of the virtual disk, and
hence results in equivalent storage use in the thin pool.

Thick (not available with A thick disk has all the space allocated at creation time. If the guest operating system

ESX/ESXi 4.X) performs a read from a block before writing to it, the VMware kernel may return stale
data if the blocks are reused.

Thin This allocation mechanism does not reserve any space on the VMware file system on
creation of the virtual disk. The space is allocated and zeroed on demand.

Rdm The virtual disk created in this mechanism is a mapping file that contains the pointers to

the blocks of SCSI disk it is mapping. However, the SCSI INQ information of the
physical media is virtualized. This format is commonly known as the “Virtual
compatibility mode of raw disk mapping.”

Rdmp This format is similar to the rdm format. However, the SCSI INQ information of the
physical media is not virtualized. This format is commonly known as the “Pass-through
raw disk mapping.”

Raw This mechanism can be used to address all SCSI devices supported by the kernel except
for SCSI disks.
2gbsparse The virtual disk created using this format is broken into multiple sparsely allocated

extents (if needed), with each extent no more than 2 GB in size.

For ESX/ESXi 3.x, the zeroedthick (default) should be used when you create virtual disks on VMFS
datastores, since this option does not initialize or zero all blocks and claim all the space during creation.
RDM volumes are formatted by the guest operating system, hence virtual disk options like zeroedthick,
thin, and eagerzeroedthick only apply to VMFS volumes.

When the zeroedthick option is selected for virtual disks on VMFS volumes, the guest operating file system
(or writing pattern of the guest OS device) has an impact on how the space is allocated,; if the guest
operating file system initializes all blocks, the virtual disk will need all the space to be allocated up front.
Note that when the first write is triggered on a zeroedthick virtual disk, it will write zeros on the region
defined by the VMFS block size and not just the block that was written to by the application. This behavior
will impact performance of array-based replication software since more data needs to be copied based on
the VMFS block size than needed. If the thick option is used (as shown in the table) when using array-
based replication software, only the block that it is written to is consumed. However there is a possibility
that stale data might be returned to the user if the blocks are reused.

In ESX/ESXi 4.x, a thin LUN on the CLARIiON storage system can be configured as zeroedthick or thin.
When using the thin virtual disk format, the VMFS datastore is aware of the space consumed by the virtual
machine, as shown in Figure 18. When using the virtual disk thin option, the VMware admin needs to
monitor the VMFS datastore consumed capacity; vSphere provides a simple alert when datastore thresholds
are reached.
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Figure 18. View VMFS datastore and CLARIiON LUN consumption when using the virtual
disk “thin” format

In addition, with ESX/ESXi 4.x, when using the vCenter features like Cloning, Storage VMotion, Cold
Migration, and Deploying a template, the zeroedthick or thin format remains intact on the destination
datastore. In other words, the consumed capacity of the source virtual disk is preserved on the destination
virtual disk and not fully allocated. This is not the case with ESX 3.x/ESXi where the zeroedthick or thick
format is changed to eagerzeroedthick format when operations like Cloning, Storage VMotion, and others
are performed on the source virtual disk resulting in a fully allocated destination virtual disk.

In VMware ESX/ESXi 4.1, a new feature generates an out-of-space error message on the VM when a
CLARIiON pool has exhausted its storage capacity. This happens when the VM is configured with a thin
LUN and that thin LUN capacity is oversubscribed when compared to the actual capacity available in the
CLARIiON pool. Furthermore, if the CLARIiiON pool cannot satisfy the capacity requirements, VMware
ESX/ESXi 4.1 will “stun” the VM (pause it) and a message indicating the condition will appear on the
vSphere Client as shown in Figure 19.
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Figure 19. VM out-of-space error message

At that point the storage administrator can add additional storage to the storage pool for that VM and then
resume the execution of that VM using the “Retry” option without any adverse effect on the VM. The
“Stop” option will cause the VM to be powered off.

In VMware ESX/ESXi 4.0 and earlier, the behavior was to fail the 1/0 back to the VM. In such situations
some VVMs (depending on the operating system) could blue-screen or would need to be shut down.

CLARIiION storage systems running release 29 or later support the out-of-space T10 error condition and
can send this error condition to VMware ESX/ESXi 4.1 so that the VM issues the out-of-space error
message when the CLARIION pool cannot satisfy the capacity requirements for an overprovisioned thin
LUN. Both RDM volumes and virtual disks (all formats) on VMFS datastores are supported with this
feature.

Using CLARIION replication software with VMware ESX

4 x/3.XIESXi

CLARIiON replication software products including SnapView, MirrorView, and SAN Copy are supported
with VMware ESX using both VMFS and RDM volumes. The OS image and the application/data can be
replicated using CLARIiON replication software. The following considerations apply to iSCSI and FC
storage systems. Please note that remote replication software (MirrorView and SAN Copy) is supported on
CLARIiON iSCSI storage systems.

CLARIION replication considerations with VMware ESX

Please note that:
e admsnap and admhost must be installed on the virtual machines and not the ESX service console.

e With ESX 2.5.%, ensure that a CLARIiiON snapshot, clone, or mirror is not in a device not ready state
(snapshot not activated, session not started, clone not fractured, or secondary mirror not promoted)
when it is assigned to an ESX server. The ESX service console does not create a device file for a LUN
in this state. This restriction only applies at the ESX service console level and not the virtual machine
level. Users can execute activate and deactivate operations at the virtual machine level using
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admsnap and admhost utilities after the ESX server sees the device the first time. For an AX100
system running Navisphere Express and connected to an ESX 2.5.x server, the replica must be
presented to a secondary physical server (and not an ESX server) since the replica cannot be activated
through the Navisphere Express GUI. There is no such restriction with VMware ESX 4.x/3.X/ESXi; it
sees the snapshot, clone, or mirror in spite of the device’s not ready condition. However, in order to
access the data, the snapshot needs to be activated, a clone needs to be fractured, and a secondary
mirror must be in a promoted state.

CLARIION replication software considerations when using VMFS volumes

Please note that:

e When using VMFS-3 volumes on ESX 3.x/ESXi, the replica can be presented to the same ESX server
or a standby ESX server. This can be done using VMware vCenter by enabling the
LVM.EnableResignature parameter in the ESX server. After a rescan, the replica is resignatured and
can be assigned to a virtual machine.

See the “Automatic Volume Resignaturing” section in the Fibre Channel SAN Configuration Guide on
WWW.vmware.com.

With VMFS-3 volumes on ESX 4.x/4i, the replica can be presented to the same ESX server or a
standby ESX server. ESX 4.x supports selective resignaturing at an individual LUN level and not at the
ESX level. After a rescan, the user can either keep the existing signature of the replica (LUN) or can
resignature the replica (LUN) if needed. See the “Managing Duplicate VMFS Datastores” section in
the Fibre Channel SAN Configuration Guide on www.vmware.com.

e  When replicating an entire VMFS (VMFS-3) volume that contains a number of virtual disks on a
single CLARIION LUN, the granularity of replication is the entire LUN with all its virtual disks.

e CLARIiION VSS Provider is not supported on VMFS volumes.

e When making copies of VMFS volumes that span multiple CLARiIiON LUNS, use the array-based
consistency technology.

e Most of the admsnap and admhost commands when issued on VMFS volumes will fail since VMFS
volumes do not support SCSI pass-through commands to communicate with the CLARIiiON storage
system. Use Navisphere Manager or Navisphere CLI instead. The only commands that will work are
admsnap flush and admhost flush.

e VMFS volumes are not supported when replicating application data images from a physical (native)
server to an ESX server.

Since VMFS-3 volumes may contain VM configuration files, swap files, and NVRAM files, these files can be
replicated using CLARIiON replication software.

CLARIION replication software considerations when using RDM volumes

Please note that:

e You should configure the LUNS to use the physical compatibility mode option when replicating
RDM volumes using CLARIiON replication software. Otherwise, admsnap and admhost will not
work on the virtual machine.

e VVMware ESX servers do not write a signature on RDM volumes. Hence, replicas can be presented
back to the same VMware ESX server for use. The copies cannot be used on the source virtual
machines unless the guest OS supports this feature. However, they can be assigned as raw devices to
another virtual machine.

e RDM volumes are supported on the ESX server when replicating application data images from a
physical (native) server to an ESX server.

When replicating OS disks while the virtual machine is powered on, the replica or copy will be in a crash-
consistent state since there is no mechanism available to quiesce a boot image. For application data disks,
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native tools available with the application can be deployed to quiesce the application to get a consistent
replica. The array-based consistency technology can be used when applications span multiple LUNs or for
write-order dependent applications such as databases. For automation, scripts may need to be developed to
integrate CLARIiON replication software with the different applications running on the virtual machines.
EMC Replication Manager automates this process by integrating with virtual machine applications,
vCenter/ESX, and CLARIiON replication software.

Using EMC Replication Manager with VMFS and RDM volumes

EMC Replication Manager supports the replication of VMFS and RDM volumes. Replication Manager can
replicate the guest OS and the application data volumes. Following are some things to consider when using
Replication Manager with VMFS and RDM volumes.

Using VMFS volumes
o If the VMFS volume contains multiple virtual disks assigned to one or more VM, the entire VMFS
volume (OS or application data) can be replicated with Replication Manager. Replication Manager
automates the process of presenting the VMFS replica to a secondary ESX server. Then the
VMware administrator must assign the replica to an existing virtual machine or create new virtual
machines.

e Ifasingle virtual disk is configured on an entire VMFS volume and is presented to a VM as an
application data disk, Replication Manager can quiesce, freeze the application and automatically
assign the application’s quiesced data-disk (virtual disk) replica to a secondary ESX server.
Replication Manager also can assign or remove the virtual disk or replica (application data disk)
on an individual virtual machine.

Using RDM volumes
e If using RDM volumes, only application data disk on a VM can be replicated. If replicating a

RDM volume presented as an application data disk to a VM, Replication Manager enables the
application data disk (virtual disk) to be quiesced and automatically assigns the application-
consistent data-disk replica of the RDM volume to a virtual machine connected directly (via
iSCSI) to a CLARIION storage system or a physical server. If the application data disk replica
needs to be assigned to the VMware ESX server, the LUN must be manually placed in the
VMware ESX server storage group, and the VMware administrator must then assign the replica
(application data disk) to an existing virtual machine.

For more information on using Replication Manager with VMware and CLARIiiON storage systems, refer
to the EMC Replication Manager Administrator’s Guide available on Powerlink.

CLARIION and VMotion

Migration with VMotion allows you to move a virtual machine between two ESX servers while the virtual
machine is powered on and performing transactions. When a migration with VVMotion is performed, the
operations of the virtual machine can continue uninterrupted. The virtual machine must reside on a SAN
LUN accessible to both source and destination hosts. VMotion only moves the virtual machine
configuration file and memory contents to the alternate host. Any disks assigned to the VM are moved by
transferring their ownership.

The conditions for VMotion to work are:

e  The VMware vCenter server and client must be installed on a Windows system.

e A Gigabit Ethernet connection is required between the two ESX server hosts participating in VMotion
migration.

e  The guest operating system must boot from a CLARiiON LUN. The virtual machine boot LUN and its
associated data disks must be shared between the source and destination hosts.
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e VVMware VMotion is supported with Fibre Channel and iSCSI connectivity to CLARIiiON storage
systems. Furthermore, VMware VMotion is supported in a configuration where both of the following
occur:

e Asingle LUN is presented to two VMware ESX server nodes.
e The ESX server nodes are in a cluster in which one node accesses the LUN via FC and the other
node accesses the LUN via iSCSI.
CLARIiON storage systems preserve the LUN HLU number across both protocols. Therefore, when a
LUN is presented via FC to one host and iSCSI to another, a false snapshot is not detected.
e VMFS and RDM volumes are supported with VMotion.

e Both hosts must have identical CPUs (both CPUs are P4, for instance) unless VMware’s Enhanced
VMotion Compatibility mode is used. The CPUs must also be manufactured by the same vendor.

Migration with VMotion cannot occur when virtual machines are in a raw, clustered, or nonpersistent
mode. Figure 20 shows two ESX servers with three NICs each. The recommended number of NICs is three;
two is the minimum requirement. A crossover or gigabit LAN connection should exist between the two
gigabit NICs on the two VMware ESX servers. In VMware ESX 3.x/ESXi, a VMotion VMkernel port
group on a vSwitch must be created on both ESX servers for VMotion migration.

VMotion with VMFS volumes

In order to perform VMotion with VMFS volumes, the following prerequisites must be met:

e All VMFS volumes assigned to the virtual machine that is to be migrated must be shared by both ESX
servers.

e VMFS volumes must be in public access mode.

VMware ESX identifies VMFS-2 volumes by their label information. For VMFS-3 volumes, they are
identified by the Host LUN number. Hence, as a best practice (unless doing boot from SAN for the ESX
hosts) for VMotion with VMFS volumes create a single storage group for all ESX servers in a farm or
cluster since LUNs may be assigned different Host LUN numbers if separate storage groups are created.
For additional information, see EMC Knowledgebase cases emc151686 and emc153719.

Starting with the VMware ESX 3.5 latest patch version, LUNSs are identified by their LUN NAA (WWNSs), thus
the requirement that the Host LUN numbers (HLU) must match across storage groups for VMotion is no longer
valid.

VMotion with RDM volumes

In order to perform VMotion with RDM volumes, the following prerequisites must be met:

e Both the RDM LUN and the VMFS volume that contains the mapping file must be shared by both
ESX servers.

e VMFS volumes must be in public access mode. This mode allows the volume to be accessed by
multiple ESX servers.

e The RDM LUN must have the same host LUN number on the source and destination ESX servers.
This can be set when adding LUNs to the storage group in Navisphere Manager.

e RDM volumes in both physical and virtual compatibility mode are supported with \VMotion.

When using RDM volumes, the recommendation is to create a single storage group since LUNs may be
assigned different Host LUN numbers if separate storage groups are created.

Initially, swap files for virtual machines had to be stored on shared storage for VMotion. VMware
Infrastructure 3 (ESX 3.5 server hosts and VMware vCenter 2.5 or later) now allows swap files to be stored
on local storage during VMotion migrations for virtual machines. For virtual machines with swap files on
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local storage, when local storage is the destination during a VMotion migration or a failover, the virtual
machine swap file is re-created. The creation time for the virtual machine swap file depends on either local
disk 1/0, or on how many concurrent virtual machines are starting due to an ESX Server host failover with
VMware HA.

If you have an AX4 system running Navisphere Express attached to a VMware ESX server (not VMware
ESX 3.5 and later), you can use Navisphere CLI to implement VMotion. Ensure that the Host LUN number
is consistent across all ESX servers using the storagegroup command. Your other option is to set the
LVM.Disallowsnapshot and LVVM.EnableResignature parameter to 0 on all the ESX servers or LUNs
participating in VMotion/DRS/VMware HA for ESX 4.x and/or 3.x servers.

VMware ESX Server VMware ESX Server
(Initiator) (Target)

Virtual Switch (vSwitch)
Virtual Machine

(to be migrated)

NIC NIC Gigabit NIC NIC NIC Gigabit NIC

y x Y y Y

NIC dedicated for

NIC dedicated for VMotion/VMkernel
VMotion/VMkernel

NIC dedicated to the | NIC dedicated to VMkernel
Service Console VMkernel

NIC dedicated to

NIC dedicated to the
Service Console

Figure 20. Two VMware ESX servers ready for VMotion migration

Using the VMware vCenter console, you can initiate the migration process by right-clicking the virtual
machine for the initiator host, as shown in Figure 21. After the migration request has been initiated, a
wizard opens requesting initiator and target information. VMotion migration takes place through the gigabit
network connection setup between the two ESX servers. After the VMotion migration process completes,
the virtual machine is automatically resumed on the target VMware ESX server with the same name and
characteristics as the initiator virtual machine.
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Figure 21. VMware vCenter 4.x management screen showing how VMotion migration is
initiated and completed

CLARIION with VMware Distributed Resource
Scheduling and High Availability

Both VMware Distributed Resource Scheduling (DRS) and VMware High Availability (HA), when used
with VVMotion technology, provide load balancing and automatic failover for virtual machines with
VMware ESX 4.x/3.x/ESXi. To use VMware DRS and HA, a cluster definition must be created using
VVMware vCenter 2.x or later. The ESX hosts in a cluster share resources including CPU, memory, and
disks. All virtual machines and their configuration files on ESX servers in a cluster must reside on
CLARIiION storage, so that you can power on the virtual machines from any host in the cluster.
Furthermore, the hosts must be configured to have access to the same virtual machine network so VMware
HA can monitor heartbeats between hosts on the console network for failure detection.

The conditions for VMware DRS and HA to work are as follows:

e  The guest operating system must boot from a CLARiiON LUN. The virtual machine boot LUN, its
associated data disks, and configuration files must be shared among all ESX servers in a cluster.

e VMware HA and DRS are supported with both Fibre Channel and iSCSI CLARIiON storage systems.

e Both VMFS and RDM volumes are supported and are configured exactly as they would be for
VMotion. See the “CLARIiiON and VVMotion” section on page 35.

e DRSis based on the VMotion technology, therefore, ESX servers configured for a DRS cluster must
pass the CPU type check (identical CPUs, same manufacturer). VMware HA does not depend on the
CPU type check.
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CLARIION and virtual machine clustering

Clustering refers to providing services through a group of servers to achieve high availability and/or
scalability. Clustering with VMware ESX is supported at the virtual machine level. Refer to the E-Lab
Navigator for the cluster software products that are supported on virtual machines. To implement clustering
at the virtual machine level, the virtual machines must boot from local disks and not CLARIiiON disks.
There are two types of cluster configuration at the virtual machine level:

e In-the-box cluster
e QOut-of-the-box cluster

= Virtual to virtual
= Virtual to physical

In-the-box cluster

This section outlines clustering virtual machines on a CLARIiiON storage system between virtual machines
on the same VMware ESX server. This provides simple clustering to protect against software crashes or
administrative errors. The cluster consists of multiple virtual machines on a single ESX server.

VMware ESX Server
Virtual Machine 1 Virtual Machine 2
(on local disks) (on local disks)

Shared CLARIiiON LUNs

Nonshared CLARIiON disks Nonshared CLARIiiON disks

Figure 22. In-the-box cluster configuration

In Figure 22, a single VMware ESX server consists of two virtual machines. The quorum device and/or
clustered applications are shared between the two virtual machines. Each virtual machine can have virtual
disks that are local to the virtual machine, that is, virtual disks not shared between virtual machines. The
device containing the clustered applications is added to the storage group of the VMware ESX server and is
assigned to both virtual machines using VMware vClient for VMware ESX 4.x/3.x/ESXi. Additional
CLARIiON disks can be assigned to each virtual machine for running other non-clustered applications.
With ESX 4.0/3.x, RDM volumes are also supported with an in-the-box cluster.

Out-of-the-box cluster

An out-of-the-box cluster consists of virtual machines on multiple physical machines. The virtual disks are
stored on shared physical disks, so all virtual machines can access them. Using this type of cluster, you can
protect against the crash of a physical machine.
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Virtual-to-virtual clustering
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VMware ESX Server 2

Virtual Machine 1
(Boot from Local Disks)

Nonshared
CLARIiiON LUNs

Virtual Machine 2
(Boot from Local Disks)

Nonshared
CLARIiON LUNs

Storage-group: ESX 1

Nonshared

(LUN 1, 2, 3)

LUNSs

Shared LUNs

Nonshared

(Quorum) LUNs

(LUN 7)

Figure 23. Out-of-the-box cluster configuration

Figure 23 shows two VMware ESX servers configured with two virtual machines each. The virtual
machine boot image must reside on local disks to cluster virtual machines. The bus sharing must be set to

physical. The quorum device and/or clustered applications residing on CLARIiiON disks are shared at the

(LUN 4, 5, 6)

Storage-group: ESX 2

CLARIiION level by assigning the respective LUNSs to both storage groups. In this case, LUN 7 is assigned
to both storage groups and is a shared LUN. This device is then assigned to Virtual Machine 2 for ESX
Server 1 and Virtual Machine 1 for ESX Server 2, using VMware vClient for VMware ESX 3.x/ESXi.
Additional CLARIiON disks can be assigned to each virtual machine for running non-clustered

applications.

For VMware ESX 4.x/3.x/ESXi, only RDM volumes (set to physical and virtual compatibility mode) are

supported for a virtual-to-virtual cluster configuration. For RDM volumes, both the RDM volume and the

VMEFS volume that contain the mapping file must be shared by both ESX servers. The VMFS volume that
contains the mapping file must be in public access mode.
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Physical-to-virtual clustering

Hardware
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Shared LUNs
(Quorum)
(LUN 7)

Figure 24. Out-of-the-box cluster configuration (physical to virtual)

Figure 24 shows a VMware ESX server configured with two virtual machines and a physical server. The
virtual machine boot image for the VMware ESX server must reside on local disks to cluster virtual
machines. The quorum device and/or clustered applications residing on CLARIiON disks are shared at the
CLARIiION level by assigning the respective LUNSs to both storage groups. In this case, LUN 7 is assigned
to both storage groups and hence is a shared LUN. This device is then assigned to virtual machine 2 using
VMware vClient for VMware ESX 4.x/3.x/ESXi. Additional CLARIiiON disks can be assigned to each
virtual machine for running other non-clustered applications.

The shared resource can be configured as RDM (physical compatibility mode) volumes, and are supported
for a virtual-to-physical cluster configuration. For RDM volumes, only the RDM volume needs to be
assigned to both servers. The VMFS volume that contains the mapping file can be in public access mode.

MirrorView/Cluster Enabler (MV/CE) and VMware support

EMC MirrorView/Cluster Enabler (MV/CE) is a replication-automation product from EMC. MV/CE is host-
based software that integrates with Microsoft Failover Cluster software to allow geographically dispersed
cluster nodes across MirrorView links. MV/CE seamlessly manages all the storage system processes necessary
to facilitate cluster-node failover. MirrorView/A replication and MirrorView/S replication are supported.

MirrorView/CE also supports guest clustering for VMware ESX servers. Guest clustering enables high
availability for services and applications running in the virtual layer. This is done by installing Failover
Clustering on several virtual machines, then clustering them as if they were physical nodes.
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MV/CE and guest clustering using RDMs

In this type of guest clustering, RDM volumes are assigned to the virtual machines and failover-cluster
software, and MV/CE software is installed and configured on these virtual machines. The following
restrictions apply when working with this configuration:

e  Only physical compatibility mode RDMs can be used for cluster shared storage.
o Virtual-to-physical clustering (for example, standby host clustering) is not supported.
e MV/CE 3.1.0.14 or later (see EMC Knowledgebase emc213675) must be used.

e CLARIiON storage system must be running FLARE release 26 or later. FLARE release 29 and 30 will
be considered via Request for Price Quotation only.

MirrorView/CE and guest clustering using direct iSCSI disks

In this type of guest clustering, the failover cluster software and MirrorView/CE software are installed on
the virtual machines and direct iSCSI disks are configured. In other words, the Microsoft software initiator
must be running on the individual guest operating systems, and must be connected directly to the
CLARIiON storage system via iSCSI. You can configure virtual machines as cluster nodes in the Failover
cluster wizard provided by Microsoft.

For more information, please see the following resources on Powerlink:
e EMC MirrorView/Cluster Enabler (MV/CE) — A Detailed Review white paper

e EMC MirrorView/Cluster Enabler Product Guide
e EMC MirrorView/Cluster Enabler Release Notes

Setup for Microsoft Cluster Service is available at
http://www.vmware.com/pdf/vi3_35/esx_3/r35u2/vi3_35_ 25 _u2_mscs.pdf.

CLARIIiON and VMware NPIV support

VMware ESX 4.x and 3.5/ESXi support NP1V, which allows individual virtual machines to have their own
virtual WWNs. This allows SAN vendors to implement their QoS tools to distinguish I/0 from an ESX
server and a virtual machine. VMware NPIV is still primitive with a lot of restrictions; however, this
section gives the user an idea on how to configure VMware NPIV with CLARIiON storage systems,

To configure VMware NPIV, the HBAs (within the ESX server) and the FC switches must support NP1V,
and NPIV must be enabled on each virtual machine. In order to enable NP1V on a virtual machine, at least
one RDM volume must be assigned to the virtual machine. In addition, to use the NPIV feature within
VMware, LUNs must be masked to both VMware ESX and the virtual machine that is NPIV enabled.

Figure 25 shows how to enable NP1V for a virtual machine. As mentioned, for the NPIV feature to be
enabled, an RDM volume must be presented through the ESX server to the virtual machine. Note that once
NPIV is enabled virtual WWNs are assigned to that virtual machine.
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Figure 25. Enable NPIV for a virtual machine after adding a RDM volume

For some switches, the virtual WWNs’ names must be entered manually within the switch interface and
then zoned to the storage system. The CLARIiiON storage system can then see the initiator records for the
virtual machine (virtual WWNSs). These initiator records need to be manually registered as shown in Figure
26. A separate storage group can be created for each virtual machine that is NP1V enabled; however,
additional LUNSs to that virtual machine must be masked to both the ESX server and the virtual machine
that is NPIV enabled.

& APMDD053203825 - Connectivity Status o m] |
rInitiator Record
Initiator Mame Type 5P - port Logged In Registered Server Name |
@ 20:00:00:00:C9:29:32:13:10:00:00:00:C9: 29:32: 13 Fibre &-0 Yes Yes nlpc1246
@ 20:00:00:00:C9:30:56:01: 10:00:00:00:C9: 30:56:01  Fibre a-0 Yes Yes nlpc1223s
@ 20:00:00:00:C9:30:56:01: 10:00:00:00:C9: 30:56:01  Fibre B-0 Yes Yes nlpc12233
@ZD:DD:DD:DD:CQ:S‘}:RZ:BS:ID:DD:DD:DD:C9:34:A2:BS Fibre B-0 Yes Yes nlpcl 2241-vmware
@ZD:DD:DD:DD:C9:34:.Q2:BS:ID:DD:DD:DD:C9:34:A2:BS Fibre &-0 Yes Yes nlpcl 2241-vmware
FRBHACT TN 2220 FOTOCT2 002422 Fibre B-0 Yes Yes
TP 22:00:01: 22 207 0NN 20008222 Fibre A0 ies fes wiFkirn-te
@ZD:DD:DD:DD:C9:4B:E4:CE:ID:DD:DD:DD:C9:4B:E4:CE Fibre B-0 Yes Yes rlpc12197
?ZU:DD:UU:DU:C9:4B:E4:CE:ID:UD:UU:DD:C9:4B:E4:CE Fibre &-0 Yes Yes nlpc12197
[~ shaw Storage System Inttiataors
‘Refresh ¢ DEtETister, . | Mew... | Register, . | Info | Group Edi, .. | oK | Caricel | Help
Figure 26. Manually register virtual machine (virtual WWN) initiator records
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The following points summarize the steps required to configure NPIV:
1. Ensure the HBA, switch, and ESX version support NPIV.

2. Assign a RDM volume to the ESX server and then to the virtual machine.
3. Enable NP1V for that virtual machine to create virtual WWNs.

4. Manually enter the virtual WWNs within the switch interface. Some switches might be able to view
the WWNs without manual entry of the virtual machine virtual WWNs.

5. Zone the virtual WWNSs to the CLARIiiON storage systems using the switch interface. Add them to the
same zone containing the physical HBA initiator and CLARIiiON storage ports.

6. Manually register the initiator records for that virtual machine using Navisphere using the same
failovermode setting of that of the ESX server.

7. Add the virtual machine (host) to the same storage group as the ESX server or assign them to a
different storage group.

8. To add LUNSs to the virtual machine ensure that:

LUNSs are masked to the ESX server and the virtual machine storage group.
LUNSs have the same host LUN number (HLU) as the ESX server.

VMs are defined in different storage groups.

LUNSs must be assigned as RDMs to each virtual machine

cooe

CLARIiON and VMware Site Recovery Manager (SRM)

VMware Site Recovery Manager (SRM) provides a standardized framework to automate site failover in
conjunction with Storage Replication Adapters (SRASs) provided by storage vendors. CLARIiiON has an
SRA for MirrorView that works within the SRM framework to automate most of the steps required for a
site failover operation. The EMC CLARIiiON SRA supports MirrorView/S and MirrorView/A software for
FC and iSCSI connections.

MirrorView insight for VMware (MVIV) is a new tool bundled with the MirrorView Site Recovery
Adapter (SRA) that complements the Site Recovery Manager framework by providing failback capability
(with experimental support only). MVIV also provides detailed mapping of VMware file systems and their
replication relationships. For more details, refer to the MirrorView Insight for VMware (MVIV) Technical
Note available on Powerlink.

MirrorView/S and MirrorView/A run on all available storage system platforms, including CX4, CX3, and
AX4 systems. SRM added support for AX4 storage systems. MirrorView does not consume server
resources to perform replication. Please consult the white paper MirrorView Knowledgebook on Powerlink
for further information about MirrorView/S and MirrorView/A.

RecoverPoint SRA is also supported with VMware SRM; CLARIiON LUNSs can be replicated using the
CLARIION splitter or the RecoverPoint appliance. For more details, please refer to the RecoverPoint
documentation available on Powerlink.

SRM requires that the protected (primary) site and the recovery (secondary) site each have two independent
virtual infrastructure servers. To use the MirrorView SRA, mirrors need to be created, and secondary
LUNSs need to be added. MirrorView SRA 1.3.0.4 and later can work with individual mirrors as well as
consistency groups. But as a best practice, if a datastore spans multiple mirrors, it should be put in a
consistency group and placed in a MirrorView consistency group. To leverage the test functionality within
SRM, SnapView snapshots of the mirrors must exist at the recovery site within the proper CLARIiON
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Storage Group. (We also recommend that you create snapshots for the mirrors at the protected site, in case
a failback is necessary.) For installation and configuration information please see the EMC MirrorView
Adapter for VMware Site Recovery Manager Version 1.4 Release Notes.

The following steps outline the process for initializing an SRM environment using Unisphere/Navisphere
Manager and/or Navisphere SecureCLI. The commands must be issued from a management host that is
network connected to the production CLARIION storage array. Note that all of these commands can be
performed in the Unisphere/Navisphere Manager GUI or in CLI.

Using Unisphere Manager to configure MirrorView

To configure sync or async mirrors, open the wizard and follow the instructions in the wizard.

r’ MirrorV¥iew Wizard

Welcome to the Mirror¥iew Wizard

This wizard helps vou to replicate your data on a remote storage system,

The wizard steps are:

1) Select the servers that have access to the LUNs you want to mirror,
21 Select the storage systerm that contains the LUMs you want to mirror.

3) Select the LUNs vou want to rmirror,

h
A

TV

41 Select the secondary storage system.

Klv
iy

51 Setup ISCEI logins if necessary.,

6) Select the mirror connection type if necessary.
71 Select the mirror type.

3) Specify the configuration attributes.

Click Mext to continue,

Figure 27. MirrorView Wizard

Configuring sync mirrors via NaviSecCLI

1. If not already established, create a path or paths for remote mirroring between the primary and
secondary CLARIiiON with this command:

naviseccli —h SP ipaddress mirror —sync —enablepath SPhostname
[-connection type fibre|iscsi]

2. Once you have created mirror paths, create a remote mirror of the LUN(s) that you wish to
protect with SRM. The LUN(s) on which the mirror is created becomes the primary image.

naviseccli —h SP ipaddress mirror —sync —create —lun <LUN_Number>
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3. The secondary image on the remote CLARIiON can then be added to the primary image.
After the secondary image is added, the initial synchronization between the primary and the
secondary images is started. The following command assumes that the LUN(s) are already
created on the remote CLARIiON storage system.

naviseccli —h SP ipaddress mirror —sync —addimage —name <name>
-arrayhost <sp-hostname| sp ipaddress> -lun <lunnumber| lun uid>

4. Even if there is only a single LUN being replicated to the secondary site, you still need to
create a consistency group for SRM. The following commands show how to create a
consistency group and add existing mirrors to the consistency group.

naviseccli —h SP ipaddress mirror —sync —creategroup —name <name>

naviseccli —h SP ipaddress mirror —sync —addgroup —name <name>
-mirrorname <mirrorname>

5. If for some reason the mirrors are fractured, the syncgroup option (shown below) can be used
to resynchronize the primary and secondary images:

naviseccli —h SP ipaddress mirror —sync —syncgroup —name <name>

6. While the mirrors are synchronizing or a consistent state, you can add all the LUNSs (if you
have not already done so) to the ESX server CLARIiiON Storage Group at the protected and
recovery site using the following command:

naviseccli —h SP ipaddress storagegroup —addhlu —gname <ESX CLARIiON Storage Group
Name> -hlu <Host Device ID> -alu <Array LUN ID>

Configuring async mirrors using NaviSecCLI

The following steps outline the process for setting up asynchronous replication using Navisphere
SecureCLI commands. The commands should be run from a management host that is connected to the
production CLARIiON storage array:

1. If not already established, create a path or paths for remote mirroring between the primary and
secondary CLARIiiON with this command:

naviseccli —h SP ipaddress mirror —async —enablepath SPhostname
[-connection type fibrejiscsi]

2. Once you have created mirror paths, create a remote mirror of the LUN(s) that you wish to
protect with SRM. The LUN(s) on which the mirror is created becomes the primary image.

naviseccli —h SP ipaddress mirror —async —create —lun <LUN_Number>

3. The secondary image on the remote CLARIiiON can then be added to the primary image.
After the secondary image is added, the initial synchronization between the primary and
secondary images begins. (The following command assumes that the LUN(s) are already
created on the remote CLARIiON storage system.)

naviseccli —h SP ipaddress mirror —async —addimage —name <name> -arrayhost
<hostname| sp ip-address> -lun <lunnumber | lunuid>

4. You can create a consistency group for SRM, although this is not required, to replicate
multiple LUNs simultaneously to the secondary site. The following commands create a
consistency group and add existing mirrors to the consistency group.
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naviseccli —h SP ipaddress mirror —async —creategroup —name <name>
naviseccli —h SP ipaddress mirror —async —addgroup —name <name>

5. If for some reason the mirrors are fractured, the syncgroup option (shown next), can be used
to resynchronize the primary and secondary images:

naviseccli —h SP ipaddress mirror —async —syncgroup —hame <name>

6. While the mirrors are synchronizing or in a consistent state, you can add all the LUNs (if you
have not already done so) to the ESX server CLARIiON Storage Group at the protected and
recovery sites using the following command:

naviseccli —h SP ipaddress storagegroup —addhlu —gname <ESX CLARIiiON
Storage Group Name> -hlu <Host Device ID> -alu <Array LUN ID>

Using SnapView to configure SnapView snapshots for SRM testing purposes

For SRM testing purposes, you need to create snapshots on the array at the SRM recovery site. Use the
wizard to create and configure these snapshots. This wizard will create LUNs automatically to be placed
within the reserved LUN pool. The default is to allocate 20% storage capacity to the LUN where the
snapshot is created. If you have determined that this is not enough for your environment, override the
value and select the appropriate percentage. Use the wizard to add the snapshots to the proper CLARIiON
Storage Group at the SRM recovery site.

You can also use the Configure SnapView Snapshot wizard to create snapshots on the array at the SRM
protection site, so that if a failback is necessary, this step has already been performed.

| 4 Snapshot Configuration YWizard ['— ”'l:' |r>_<|

Welcome to the Snapshot Configuration Wizard

This wizard helps you configure snapshot replicas.
The wizard steps are:

13 Select a production server.

21 Select a storage system.

31 Select the LUMs to replicate.

<) Specify storage overhead pararmeters.

51 Configure snapshot names.

631 Optionally assign the snapshots to a server.

Click Mext to continue.

Figure 28. SnapView Snapshot Configuration Wizard
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Configuring SnapView snapshots for SRM testing purposes via NaviSecCli

1. Add the LUNs bound for SnapView Sessions into the reserved LUN pool.
naviseccli —h SP ipaddress reserved —lunpool —addlun <LUN IDS separated by spaces>

2. Create a snapshot for each LUN at the recovery site, and add the SnapShot to ESX server’s
CLARIiON Storage Group at the recovery site.

(NOTE: This snapshot will not be activated until a user tests the SRM failover operation, in which SRM
will create a session and activate it with the corresponding shapshot.)

naviseccli —h SP ipaddress snapview —createsnapshot <LUN ID>
-snapshotname VMWARE_SRM_SNAP? LUNID

naviseccli —h SP ipaddress storagegroup —addsnapshot —gname <ESX CLARIiiON Storage
Group name> -snapshotname <name of snapshot>

For more information about using Navisphere CLI with MirrorView, please see the
MirrorView/Synchronous Command Line Interface (CLI) Reference, MirrorView/Asynchronous Command
Line Interface (CLI) Reference and SnapView Command Line Interface (CLI) References available on
Powerlink.

EMC recommends that you configure SRM and the CLARIiiON MirrorView Adapter with vCenter
Infrastructure after the mirrors and consistency groups have been configured. Refer to the VMware SRM
Administration Guide along with the EMC MirrorView Adapter for VMware Site Recovery Manager
Version 1.4 Release Notes for installation and configuration instructions.

SRM Protection Groups

A Protection Group specifies the items you want to transition to the recovery site in the event of a disaster.
A Protection Group may specify things such as virtual machines (VMs), resource pools, datastores, and
networks. Protection Groups are created at the primary site. Depending on what the SRM will be
protecting, you can define the Protection Group using VMs or based on the application being protected (for
example, distributed application across multi-VMs). Usually there is a 1-to-1 mapping between a SRM
Protection Group and a CLARIiiON consistency group. However, if your CLARiiON model does not
support the number of devices being protected within a Protection Group, you can create multiple
CLARIiON consistency groups for each Protection Group.

Table 5 shows the maximum number of devices allowed per consistency group.

Table 5. Maximum number of sync mirrors and consistency groups

Parameter CX4-120 CX4-240 CX4-480 CX4-960
Total mirrors per storage system 128 256 512 1024
Total mirrors per consistency group 32 32 64 64
Total consistency groups per storage 64 64 64 64
system

% The text VMWARE_SRM_SNAP must be somewhere in this name for the SRA adapter to function

properly.
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Table 6. Maximum number of async mirrors and consistency groups

system

Parameter CX4-120 CX4-240 CX4-480 CX4-960
Total mirrors per storage system 256 256 256 256
Total mirrors per consistency group 32 32 64 64
Total consistency groups per storage 64 64 64 64

Note: The maximum allowed number of consistency groups per storage system is 64. Both MirrorView/A

and MirrorView/S consistency groups count toward the total.

For the maximum number of sync and async mirrors and consistency groups for the CLARiiON CX3
storage systems, please refer to the EMC CLARIiiON Open Systems Configuration Guide available on

Powerlink.

SRM recovery plan

The SRM recovery plan is the list of steps required to switch operation of the data center from the protected
site to the recovery site. Recovery plans are created at the recovery site, and are associated with a
Protection Group or multiple Protection Groups created at the protected site. More than one recovery plan
may be defined for a Protection Group if different recovery priorities are needed during failover. The
purpose of a recovery plan is to ensure priority of a failover. For example, if a database management server
needs to be powered on before an application server, the recovery plan can start the database management
server, and then start the application server. Once the priorities are established, the recovery plan should be
tested to ensure the ordering of activities has been properly aligned for the business to continue running at

the recovery site.

Testing the SRM recovery plan

Once the SRM recovery plan is created, it is important to test that the plan performs the operations
expected. A recovery plan is shown in Figure 29. To test the plan, click the Test button on the menu bar.
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|J-_-T,J CSIQAB5138 - vSphere Client - [0] ]

File Edit View Inventory Administration Plug-ins Help
E @ ‘@ Home b [ Solutions and Applications D&? Site Recovery b [ CSIQABSL3D | E’-. = Search Inventory |Q|

nTest WhPause  [[JResume B Stop LY Run

El-%% Site Recovery
- @ Pratection Graups e e e T,
g % Recovery Plans Summary - W \iEE == Recovery Steps g
.11y [RPL (Runring Test) P PBEBB =)
Recovery Step | Status ‘ Task Started | Task Completed ‘ Made
1. Shutdown Protected Virbual Machings at Prot,.,  Inactive Recovery only
;: G 2. Prepare Storage Success 6/30/2010 1:22:35 M 6/30/2010 1:24:53 AM
(@ 1. Attach Disks for Protection Group "Pa1" Success 6/30j2010 1:22:39 AM 6/30/2010 1:24:53 AM
00 3. Suspend Nan-critical Yirtual Machines Success 6/30/2010 1:24:53 AM 6302010 1:24:53 AM
— \"\3 4. Recover High Priarity Virtual Machines Success 6/30j2010 1:24:53 AM 6/30/2010 1:24:53 AM
[—J—v 5. Recover Mormal Priority Virtual Machines Success 6/30j2010 1:24:53 AM 613002010 1:26:45 AM
E—@ 1, Recover VM "Winxpz" Success: Host '10,15,85.124°  6/30/2010 1:24:54 &M 613002010 1:26:45 AM
g 1, Change Network Settings Success 6/30j2010 1:24:54 AM 6/30/2010 1:25:15 AM
2& 2. Pre-Power On Success 6/30j2010 1:25:15 AM 6/30/2010 1:25:15 AM
|> 3. Power On Success: Host '10,15,85.124°  6/30/2010 1:25:15 AM 6130/2010 1:25:17 AM
3 4, Wait Far O Heartbeat Success 6/30/2010 1:25:17 &M 6302010 1:26:45 AM
B3 5. Post Power On Success 6/30j2010 1:26:45 AM 613002010 1:26:45 AM
— \‘3 6., Recover Low Priority Virtual Machines Success 6/30j2010 1:26:45 AM 613002010 1:26:45 AM
- ‘\3 7. Recover Mo Power On Yirtual Machines Success 6302010 1:26:45 AM 63012010 1:26:45 AM
— i, Message: Test recovery complete, Please ver,.,  Success 630j2010 1:28:46 AW 6/30/2010 1:27:59 AM Test only
[—J—ﬂ 9, Cleanup Yirtual Machines Post Test Success 6/30/2010 1:27:59 &M 613002010 1:28:28 AM Test only
B Ei' 1, Remove Test WM "Wingpz" Success 6/30/2010 1:27:59 &M 613002010 1:28:03 AM Test only
1, PowerOff WM "Winxpz" Success 6/30/2010 1:27:59 &M 613002010 1:28:03 AM Test only
— D 10, Resume Man-critical Yirtual Machines Success 6/30j2010 1:28:25 AM 613002010 1:28:28 AM Test only
B G 11, Reset Storage Post Test Ruriring 6/30/2010 1:26:25 AM 60% Test only
{3 1. Reset Disks Far Protection Group "PG1" Running 6)30/2010 1:26:25 AM 60% Test orly
[ i H
Recent Tasks Mame, Target ar Status containg: ~ l— Clear %
Name ‘ Target ‘ Status | Details | Initiated by | wCenter Server | Requested Start Ti.,, — ‘ Start Time | Completed Time ‘ -
@ Update option values E 10.15.85.124 B InProgress Administrator ﬂ Cl0AEs138 63002010 1:28:36 AM 6/30j2010 1:28:36 AM
@ Register virtual machine ﬁ Protected Fold... @ Completed Administrator Q CSIQABS13E 6{30/2010 1:28:32 AM  630{2010 1:28:32 AM  6/30/2010 1:28:35 AM
#Y Reset Storageafter Test () CSIQASS138 £0% Administrator () CSIQASSI3E G(30/20101:2:2B AM  6[30{2010 1:28:29 AM |
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Figure 29. SRM recovery plan

During this test, you would see the following events occur:

Production VMs are still up and running

CLARIiON SnapView sessions are created and activated against the snapshots created above
All resources created within the SRM Protection Group carry over to the recovery site

VMs power on in the order defined within the recovery plan

PN

Once all the VMs are powered on according to the recovery plan, SRM will wait for the user to verify that
the test works correctly. You verify this by opening a console for the VM started at the recovery site and
checking the data. After checking your data, click the Continue button, and the environment will revert
back to its original production state. For more information concerning SRM recovery plans and Protection
Groups, please see the VMware SRM Administration Guide.

Executing an SRM recovery plan
Executing an SRM recovery plan is similar to testing the environment with the following differences:

e Execution of the SRM recovery plan is a one-time activity, while running an SRM test can be done
multiple times without user intervention.
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e SnapView snapshots are not involved during an executed SRM recovery plan.

e The MirrorView secondary copies are promoted as the new primary LUNs to be used for production
operation.

e  After executing a recovery plan manual steps are needed to resume operation at the original production
site.

You should execute a SRM recovery plan only in the event of a declared disaster, to resume operation at
the recovery site.

Failback scenarios

The nature of the disaster, and which components of the data center infrastructure are affected, will dictate
what steps are necessary to restore the original production data center. For details on how to address
different failback scenarios for MirrorView, please see the white paper MirrorView Knowledgebook on
Powerlink. For details on how to address these failback scenarios with the MirrorView SRA, please see the
EMC MirrorView Adapter for VMware Site Recovery Manager Version 1.3 Release Notes.

Unisphere/Navisphere’s VM-aware feature

Unisphere/Navisphere’s VM-aware feature automatically discovers virtual machines managed under
VVMware vCenter Server and provides end-to-end, virtual-to-physical mapping information. The VM-
aware Unisphere/Navisphere feature, available with FLARE 29 and later, allows you to quickly map from
VM to LUNs, or from LUN to VMs. This feature imports ESX-server file system and VM-device mapping
information, and is only available in CX4 storage systems running FLARE release 29 or later. The
CLARIiON talks directly to the ESX or VVCenter APIs, and the communication is out-of-band via IP. This
feature is supported with ESX 4, ESX 3.5, and ESXi servers and vCenter version 2.5 and later.

To get detailed information about the VMware environment, use the Import Virtual Server option in the
Navisphere Task Bar and enter user credentials for ESX or vCenter. The Storage group tab will display
VMES datastore name and Mapped Raw LUN information as shown in Figure 30.

®
4
#

Storage Groups
-

Storage Group Name - WWN

40:AB:DC:30:90:42:DF11:B3:2B:00:60:16: 35:DC CB
FOiFD:DEIED:S94E: DR 11 A CCi00:60:16:35:AF: 24
28 BB:F0:52: D6 FE:DF11:BS: 200160 16! 35 AF: 2B

Paulss 0A:51:86:0F 16:7E;DF1LiBS: 2C:00:60:16:35:AF: 2B
1 Selected | Create Delete Properties Connect LUNs Connect Hosts 5 iterns
Last Refreshed: 2010-06-28 11:13:37
Details =2 T N
Hosts  [LUNs || SAN Copy Connections Snapshot LUMs
~
" .
Name + ID  RAID Type Storage Pool User Capacity {... Current Owner Host Information hd... Ti...
S Full Copy Source 3 RAIDS RAID Group 1 10,000 SP A ESK7. - Datastore (Full Copy Source) Il
% Full Copy Target 7 RAIDS RAID Group 1 35.000 5P B ES®7. - Datastore (Full Copy Target) IZl...
% IOMETER_Z0 4 RAIDS RAID Group 1 50.000 SP A ES®7. - Mapped Raw LUM {DGC Fibre Channel Disk ... 2.,
S IOMETER_21 S RAIDS RAID Group 1 50,000 SP A ES®7. - Mapped Raw LUM {DGC Fibre Channel Disk ...
% IOMETER_Z2 & RAIDS RAID Group 1 S0.000 SP A ES®7. - Mapped Raw LUN {DGC Fibre Channel Disk ...
&= Thin LUN 2 RAIDA/D Pool 1 50.000 SP & ESK7. - Datastore (Thin LUN) B.. [A...
S WC Server 1RAIDS RAID Group 1 500,000 SP A& ESK7. - Datastore (WC_Server)
% Zeroinit ZORAIDS RAID Group 1 50.000 SP A ESK7. - Datastare (Zeroinit) £l...

Figure 30. ESX 4 filesystem information display
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The ESX host dialog box has a Virtual Machines tab that lists the virtual machines on the ESX server. To
view Guest host name, IP address, and operating system information, VMTools must be installed,
configured, and running on the VM.

=

Hosts = T )
. Filter for .. Zonnection Status

MName 4 IP Address os Connection Type(s) Connection Status |Status Agent Information User Capacity (...

esxl.csebeta.... 10.14.18.140 VMware ESX Fibre Active Faulted Manually registered 151.0

esxZ,csebeta.... 10,14,18,145 WMware ESX Fibre Partially active Faulted Manually registered 100.0

ESKE 10.14.18.130 WMware ESX Fibre HAVT Issues Faulted Manually registered 0.0

1 Selected | Properties || Faults || Connectivity Details 4 items

Last Refreshed: 2010-06-28 11:18:09

Details = A N e
Storage Systems | LUMs | Connections | Virtual Machines
| % . Filter for
¥M Name =« Guest Host YMIP Guest 05
@ FAST_CACHE_Test emc-2003 10.14.15.200 Microsoft Windows Server 2003, Enterprise Edition {32-bit}
@ RedHat_Linux\M Unknown Unknown Unknown
@ WC_Server WC_server 10.14.18.150 Microsoft Windows Server 2003, Enterprise Edition (64-bit)
@ WinZ003_Stun_Resume emc-2003 169.254.13.214 Microsoft Windows Server 2003, Enterprise Edition (32-bit)
@ Windows 2000 emc-6ebdf7a37hd 169,254,234 180 Microsoft Windows 2000 Advanced Server

Figure 31. Virtual Machines tab available under ESX server

Clicking on one of the virtual machines in Figure 31 opens the Virtual Machine Properties dialog box
shown in Figure 32. You can see which LUNs have been assigned to this virtual machine and how they
have been configured. In this example, the VM configuration (.vmx) file location, virtual disk properties
(thick or thin), and raw mapped volume information are listed for the virtual machine. Allocated and
consumed capacities are displayed for thin virtual disks.
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emc-2003(ESX7.) - ¥irtual Machine Properties

General | LUM Status | | Storage
rLUM Mapping for emc-2003 on WMWare ESH Server ESHT. (169.254.15.214)
Marne Device Mapping Device Marme Storage Systern
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rwirtual Machine Information
Mame Tvpe LUM Mames Disk Mode Disk Capacity File Path
WHinZ005_Stun_Resume WM Configuration Wi Server [P N/ A [WC_Server] ...
Hard disk 1 Wirtual Disle - Thick WC Server Persistent 40,005 [WC_Server] ...
Hard disk 2 Mapped Raw LUN - Physical IOMETER._20 Independent Pe... 50,003 MSA
Hard disk 2 Mapping File Dratastare Mapping File WC Server MAA A8 [WC_Server] ...
Hard disk 3 Mapped Raw LUM - Physical IOMETER_Z1 Independent Pe... 50.00G 7Y
Hard disk 3 Mapping File Datastore Mapping File WC Server R N/ [wC_Server] ...
Hard disk 4 Mapped Raw LUMN - Physical IOMETER_22 Independent Pe... 50,0035 MSA
Hard disk 4 Mapping File Dratastare Mapping File WC Server MAA A8 [WC_Server] ...
Hard disk 5 Wirtual Disk - Thin WC Server Persistent §.00G (0.00G) [WC_Server] ...
Update oK Help

Figure 32. Virtual Machine Properties dialog box

In addition, a new report called the Virtual Machine report can now be generated with the Reporting
wizard on the Navisphere Task Bar. This report gives you an overall picture of the LUN-to-VM device

mapping.

{8 Virtual Machine Report [ IR, | gmh v Pagev Safety~ Tooks~
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Figure 33. Virtual Machine report
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The search function in FLARE release 29 or later allows you to search for a given virtual machine. When
the desired virtual machine is found, you can go directly to the Virtual Machine Properties dialog box
and get detailed information about the LUNSs and their usage on that virtual machine as shown next.

CEX

Basic | Advanced

() Predefined Query ||Find all drives by tvoe |V |
e —
(®) Custarn Query @ir‘tual Machine )‘ w |
Criteria
Property Operator Value
|'\.-'M Mame e Icontains (_ W |win2003_—% Rermove |

Loaking in ri Enterprise e |

Total Ttems: 1 Searched on: 2010-06-28 11:358:10 EDT

WM Name Guest Host Guest O Storage Systermn Mame

Sandbox

Figure 34. Search for a virtual machine using the “Advanced Search” function in
Navisphere
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Use cases

Issue with VM performance -- Find out which LUN a virtual machine is using.

Before VM-aware Unisphere/Navisphere

After VM-aware Unisphere/Navisphere

If using VMFS: In the VMware Client GUI, open
the VM “Edit Setting” dialog box, and find the
datastore used by the VM hard disk. Find the ESX
device name for that datastore.

If using RDM: Use the RDM device to find the
datastore containing the RDM mapping file. Then,
find the ESX device name for the datastore.

Next, in Unisphere/Navisphere, find the LUNs with
that ESX device name.

Assuming 10 ESX servers each containing 10 VMs,
this procedure would require almost 60 clicks using
both Unisphere/Navisphere Manager and vCenter.

In Navisphere, search for the VM by name or IP. In
the Virtual Machine Properties dialog box, find
which LUNSs the VM is using.

Assuming 10 ESX servers each containing 10 VMs,
this procedure would require 15 clicks using
Unisphere or Navisphere Manager

Validate changes made to the VMware environment -- Find and record all VM to all LUNs mapping.

Before VM-aware Unisphere/Navisphere

After VM-aware Unisphere/Navisphere

Generate an ESX device to CLARIiiON mapping
report. Then the VMware admin must perform
multiple steps in vCenter to calculate which VM
disks uses which LUN, and put the two reports
together side by side. They could also maintain
updated Excel spreadsheets for this mapping
information.

Assuming 10 ESX servers each containing 10 VMs,
this procedure would require almost 500 clicks
using both Unisphere/Navisphere Manager and
vCenter.

Generate an end-to-end mapping of VM disk to
CLARIiON LUN report. This report lists all VM-to-
LUN mappings, and you can examine existing VM
storage allocation. The tree view in this report
shows the VVMotion storage and VMotion changes.

You can also use this report to perform VM storage
planning for performance, security compliance, and
high availability.

Assuming 10 ESX servers each containing 10 VMs,
this procedure would require 10 clicks using
Unisphere or Navisphere Manager.

Capacity planning (for ESX 4.x and ESX 4i) -- Determine how much storage has been overcommitted
and used by VMs for a given LUN to ensure VMs don’t run out of space.

Before VM-aware Unisphere/Navisphere

After VM-aware Unisphere/Navisphere

If multiple virtual disks with a thin virtual disk
option are created on a given LUN, you must go
through each virtual machine and find its capacity
allocation.

First, in Unisphere/Navisphere, you need to find the
VMware ESX and ESX device name for the given
LUN in Navisphere. Then, in the VMware Client
GUI, find the datastore with this ESX device name,

In Unisphere/Navisphere, you can simply search for
the LUN by name to see what ESX servers and
VMs (hard disks) are affected in the LUN
Properties dialog box. By expanding and selecting
all VMs, you can figure out the total promised
space to the VMs on this LUN and the total
committed space by the VMs on this LUN.

Note: If you need information about all VMs
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if any. For each datastore (VMFS), find all the VMs | overcommitted for all LUNs, use the VM-aware
using this datastore, and find the LUN usages and Unisphere/Navisphere interface to run two (LUN
capacity allocation for hard disks in each VM. Also, | and virtual machine) reports.

you need to browse the VMFS datastore to
determine the consumed capacity of the virtual Assuming 10 ESX servers each containing 10 VMs,
disks on a given datastore. this procedure would require 15 clicks using
Unisphere or Navisphere Manager.

Assuming 10 ESX servers each containing 10 VMs,
this procedure would require almost 60 clicks using
both Unisphere/Navisphere Manager and vCenter.

EMC Virtual Server Integrator

EMC Virtual Server Integrator is a feature for managing EMC storage devices (Symmetrix and
CLARIiON) and storage systems within the VMware vCenter management interface.

The following are requirements for running EMC Virtual Server Integrator in CLARIiON environments:

o VMware vCenter 2.5 or later is needed.
o Install Solutions Enabler software.
e Install the Virtual Server Integrator plug-in (no license is required) .
e Enable the Virtual Server Integrator plug-in using the Managed Plugin tab within vCenter.

e Discover your CLARIiON storage system within vCenter by selecting the Home icon in the
navigator bar and clicking the EMC Storage tab. Enter the IP addresses of SPA and SPB and the
username and password of the CLARIiON storage system you want discovered.

Once the software stack above has been installed and the CLARIiiON storage system has been discovered
by Solutions Enabler, the EMC Storage tab displays detailed information about the CLARIiiON storage
system, as shown in the next two figures.

10.14.18.115 ¥Mware ESX, 4.1.0, 235786 | Evaluation {14 days remaining}
Getting Started ' Summary Yirkual Machines | Performance - Configuration ' Tasks & Events ' Alarms | Permissions - Maps Wy et | Skorage

Storage Storage Adapters

Device | Type | wrarld Wide Name [ 15CST Name
Datastores LPe12000 8Gb Fibre Channel Host Adapter
LRl a wmhbal Fibre Channel 10:00:00:00:09:51:30:49
r Targets G wmhbal Fibre Channel 10:00:00:00:09:51:30:48

Storage Types

Virtual Storage Integrator displays
information about CLARION SP ports

Options EMLC Targels
.

Target | Port | World Wide Mame | i5CSI Mame / | 1P Address | v [ acey

CLARIION CX4_480 - 5ite_1

& $EO0 50:06:01:68:3C:ED: 1F: 11 10.14.18.10
e & PAD S0:06:01:60:3C:E0: 1F: 11 10.14.18. 104
CLARIION CX4_480 - CX4-480
PowerPath Remote Tools are not installed & SPE O 50:06:01:68:3C:ED:1F:25 10.14,18.43

this client: -
or s eien & a0 E0:06:01:60:3C:ED: LF125 10.14.18.42

Figure 35. CLARIiiON SP and ports information within VMware vCenter
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10.14.18.115 ¥Mware ESX, 4.1.0, 235786 | Evaluation {14 days remaining)

Getting Started 'W Wirtual Machines | Performance 'm ents - Alarms 5 'r_:p EMC Storage
Storage EMC Storage LUNs:  Show allLUNs - Export... Refresh  Rescan al Tokal LUNs: 31
Datatores Product | Model | Rev..s | Artay | Device Mame | Device ID | Type RAID | Graup | Capadty | META [wP |
CLARIGN Cx4_480 D429 Site_L IUNS3 00053 Device RAID_S 56_ESHh0 8,00 GB
CLARICN C¥4_480 D429 Site_1 LUN45 00045 Device RAID_S SG_ESHD 8.00GB
Targeks CLARION ©¥4 430 0429 Site 1 N30 00030 Device RAID S 56 ESH4.0 12,00 GE:
Storage Types CLARION C4 480 0429 Site_1 lUN47 00047 Device RAID S 5G_ES%4.0 8.00GB
CLARICN C¥4_480 D429 Site_1 LUN49 00049 Device RAID_S SG_ESHD 40,00 GB
- CLARICN Cx4_480 D429 Site_1 LUNS! 00051 Device RAID_S 5G_ES¥4.0 8.00GB
LD CLARICN C¥4 480 D429 Site_1 WNZ0 00020 Device R&ID 5 56_ESH4.0 1,00 GB
¥ Hide PowerPath Detzis CLARICN C¥4_480 D429 Site_1 N6 00006 Device RAID_S SGESHD  100.00GE
CLARICN C¥4_480 D429 Ste_l OrackDE_Re 00026 Device RAID_S SG_ESH4.D 10.00GB
CLARIGN Cx4_480 D429 Site_L rdm  G0060I6 Smapshat  MA 5G_ESH0 1,00 6B
Status CLARICN C¥4_480 D429 Site_1 LUNSD 00050 Device RAID_S SG_ESHD 40,00 GB
) CLARICN C¥4_480 D429 Site_1 LUN48 00048 Device RAID_S SG_ESH4.D 8.00GB
FowerPath Remote Tools are not installed N .
o this dlent CLARIGN Ci4_480 D429 Ste_l DRIVESPIN 00018 Device RAID_S 5G_ESH0 52.00GE Concat..
CLARICN C¥4_480 D429 Site_1 IUNS2 00052 Device RAID_S SG_ESHD 8.00GB
impostant evor and inormation messages | CLARION C4_480 0420 Site_1 IUN36 0003 Device RAID_S SG_ESH4.D 5.00GB
willbe chsplayed here CLARION C4 480 0429 Site_1 N1 00001 Device RAID S SGESHHD  35.95GB
CLARICN C¥4_480 D429 Site_1 IN21 00021 Device RAID_S SG_ESHD 16.00 GB
CLARICN C¥4_480 D429 Site_1 N6 00016 Device RAID_S SGESHD  Z00.00GE Concat..
CLARIGN Cx4_480 D430 CX4-480  Groupz_Stun  O0ODB Device RAID_1D 565kl 50,00 GB
CLARICN C¥4_480 0430 CHa-480 WNZ 00002 Device RAID_S SGESHH!  1S0.00GE
CLARICN C¥4_480 D430 CH4-480  TestlUWFor 00015 Dewice RAID_1D  SG_ESH4.L 50,00 GB
/ CLARIGN Cx4_480 D430 Cx4-480  MadbFulCo 00010 Device RAID_ID  SGESW.  100.00GE
CLARICN C¥4_480 D430 CHt-480  maulkBulkZe 00009 Device RAID_1D  SGES¥.l  100.00GE
CLARICN C¥4_480 D430 Cx4-480  MadbFUICo 00011 Dewice RAID_1D  SGES¥.  100.00GB
o ) CLARIGN Cx4_480 D430 Cxa-480 N3 00003 Device RAID_S SGESH!  150.00GE
Detailed information o
W T T CLARICN C¥4_480 0430 Cx4-480  FulCopyMaul 00017 Device RAID_S SG_ESH1 40,00 GB
CLARICN C¥4_480 D430 CH4-480  TestBubZers 00012 Dewice RAID_S SGESH!  100.00GB
CLARICN Cx4_480 D430 Cx4-480  FulCopyMad 00007 Device RAID_S 56_F5%4.1 40,00 GB
CLARICN C¥4_480 D430 CHa-480 N4 00004 Device RAID_S SGESHH!  1S0.00GE
CLARICN C¥4_480 D430 Cx4-480 StunandRes 00016 Device RAID_1D  SG_ESH4.L 20,00 GB
'DB00ID-7 Urknown 10,0 Unknown Unknown  Unknawn 74.51 GB
Figure 36. CLARIiON detailed LUN information visible within VMware vCenter
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Figure 37. Virtual machine and corresponding CLARIiON detailed LUN information visible
within VMware vCenter

For more detailed information on installing and configuring EMC Virtual Server Integrator, see the Using
the EMC Virtual Server Integrator for Virtual Infrastructure Client white paper available on Powerlink.

vStorage APIs for Array Integration (VAALI)

vStorage APIs for Array Integration (VAAI) are a set of APIs that allows VMware vSphere to take
advantage of efficient disk-array storage functions as an alternative to VMware host-based functions. These
vStorage APIs allow close integration between VMware vSphere and storage hardware to:

e Enable better quality of service to applications running inside virtual VMs.

e Improve availability by enabling rapid provisioning.

e Increase virtual machine scalability.

vStorage API support is available with vSphere 4.1 for both VMFS datastores and RDM volumes, and
works with CX4 arrays (FC and iSCSI protocols) only. No plug-in or software needs to be installed on the
VMware vSphere server to enable VAAI support; the storage system must be running the right level of
FLARE code (release 30 or later) for the host to utilize the new vStorage APIs. If the storage system is not
running the right level of FLARE code, the host will resort to traditional and less efficient commands to
perform certain operations. The three VAAI features implemented with vSphere 4.1 include:

e Block Zero
e Full Copy
e Array Assisted Locking
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Block Zero

One of the most common operations for virtual disks or raw mapped LUNS is to initialize the disk with
zeros. This initialization takes up host resources in terms of CPU, memory, and SCSI commands in the
HBA or NIC queue. The CLARIiON storage system makes this operation more efficient by implementing a
mechanism to zero out the region specified by the VMware ESX host. The ESX host issues a
WRITE_SAME SCSI command to the CLARIiON, then the storage system zeros out the blocks and
returns done to the ESX host. This mechanism reduces the CPU, memory, and SCSI commands issued
from the host to the storage system. This integration also reduces host I/0 traffic and eliminates redundant
and repetitive host WRITE commands by sending fewer SCSI commands (WRITE_SAME) across the wire
to the storage system.

The Block Zero feature can be enabled within VMware vSphere using either vClient or the ESX console.
Figure 38 shows how the Block Zero feature can be enabled using VMware vClient by selecting your ESX
server > Configuration tab > Advanced Settings under the Software tab, and changing the
DataMover.Hardware AccleratedInit option to 1. This feature is enabled by default when using VMware
vSphere 4.1.

@ Advanced Settings E3

- BuFferCache
o COW DatarMover . Hardwareaccelerabedione I 1

- Config Enable hardware acceleraked YMFS data movement (requires compliant hardware)
e 2P
Min: 0 Max: 1
— DirentryCache
- Disk DataMower.HardwarefcceleratedInit I 1
- F55
— FT Enable hardware accelerated YMFS data initialization (requires compliant hardware)
. Irq .
- LPage Min: 0O Max: 1
e Mem
-~ Migrakte
- Misc
- MFS
e Mk
e Buma
e Provaer
- RdmFilter
- Sesi
- User
- Uservars
- NMFS3E

= YMkernel
- WProbes

Dk I Cancel I Help I
o

Figure 38. Enabling the Block Zero feature using VMware vClient

The following command can be issued to the ESX 4.1 console to enable Array Accelerated Zero.

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedlInit

Use cases

e  Use with this feature with any initial 1/O to a thin or zeroedthick virtual disk (unused allocation)
involving a zero.

e  Use with this feature with rapid provisioning when creating fault-tolerant enabled VMs, since the Fault
Tolerance feature requires the virtual disk to be eagerzeroedthick.

e The eagerzeroedthick format option is also used for VMs that are configured for MSCS clustering.

e  Use this feature when cloning or creating VMs from templates when the user selects the same format
as source option. If the user selects the same format as source option when cloning or creating VMs
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from templates and the source is configured to be eagerzeroedthick, the target VMs will also be
configured as eagerzeroedthick.

The Thick option within vCenter uses the zeroedthick format and not the eagerzeroedthick format.

Full Copy

Blocks of data are cloned when migrating or copying virtual disks. The cloning of file blocks requires ESX
CPU, memory, and HBA queues; the amount of these resources used is directly proportional to the amount
of data to be copied. The Full Copy feature offloads the cloning operations to the storage system. The host
issues the EXTENDED COPY SCSI command to the array and directs the array to copy the data from a
source LUN to a destination LUN or to the same source LUN. The array uses its efficient internal
mechanism to copy the data and return Done to the host. Note that the host could issue multiple
EXTENDED COPY commands depending on the amount of data that needs to be copied. Since the array is
performing the copy operation, unnecessary read and write requests from the host to the array are
eliminated, thus significantly reducing host 1/O traffic. The Full Copy feature is only supported when the
source and destination LUN belong to the same CLARIiiON storage system. If the source and destination
LUN are not aligned (all datastores created with the vSphere Client are aligned automatically), the Full
Copy operation will fail and instead use the old, primitive method to copy the data.

To take advantage of the Array Accelerated Copy feature, the ESX host initiator records must be configured using
failovermode 4 (ALUA mode) on the CLARIiON storage system.

Figure 39 shows how the Full Copy feature is enabled using VMware vClient by selecting your ESX server
> Configuration tab > Advanced Settings under the Software tab and changing the
DataMover.Hardware AccleratedMove option to 1. This feature is enabled by default when using
VMware vSphere 4.1.

ELgE:rCache DataMover HardwareacceleratedMove I 1
[+ Eonfig Enable hardware accelerated YMFS data movement (requires compliant hardware)
. Cpu
Min: 0O Max: 1
- DirentryCache
- Disk DataMover . HardwareacceleratedInit I 1
.. F35
- FT Enable hardware accelerated ¥MFS data initialization {requires compliant hardware)
-~ Irg "
- LPage Min: 0O Max: 1
.. Mem
- Migrate
- Misc
.. MFS
- Met
- Murma
-~ Power
- RdmFilcer
- Sesi
- User
- Uservars
- WMFS3
- ¥Mkernel
- WProbes

ak. I Cancel Help

Figure 39. Enabling the Full Copy feature using VMware vClient
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The following command can be issued to the ESX 4.1 console to enable Array Accelerated Zero.

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Use cases
e Storage VMotion can use this feature to migrate from one LUN to another LUN on the same storage
system.

e vCenter Cloning can use this feature to make multiple copies of a VM on the same LUN or a different
LUN.

e You can use this feature when you create VMs of the base template on the same LUN or a different
LUN.

Hardware Assisted Locking

VMFS-3 is a clustered filesystem that enables concurrent access of a LUN from multiple ESX hosts.
VMFS-3 is the foundation of cluster-wide operations like VMotion, High Availability, and Distributed
Resource Scheduling on virtual machines. It relies on locking to prevent other hosts from powering on or
sharing a given virtual disk. The locking protocol is based on an on-disk lock to protect various sets of
metadata on the VMFS-3 volume.

With this primitive method, a host reserves the entire LUN so that it can safely read and update a lock.
While the LUN is reserved, other hosts are prevented from doing 1/0 to that LUN. The Hardware Assisted
Locking feature includes a new COMPARE and SWAP SCSI that allows a host to lock the portion of the
LUN that it needs to access. When issued, the COMPARE and SWAP SCSI command checks to make sure
that the requested portion of the LUN is not locked; if the portion is not locked it performs the 1/0. This
“granular” form of locking allows other hosts to issue 1/O to portions of the LUN that are not locked.

This is done by using the COMPARE and SWAP SCSI command that compares that location to ensure no
other hosts hold the lock before updating that portion of the LUN.

Figure 40 shows how the Hardware Assisted Locking feature is enabled in VMware vClient by selecting
your ESX server > Configuration tab > Advanced Settings under the Software tab and setting the
VMFS-3.Hardware AccleratedLocking option to 1. This feature is enabled by default when using
VMware vSphere 4.1.
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Figure 40. Enabling the Hardware Assisted Locking feature using VMware vClient

Issue the following command to the ESX 4.1 console to enable Array Accelerated Zero:

esxcfg-advcfg -s 1 /VMFS3/HardwareAcceleratedLocking

Use cases

e InVMware View and Lab Manager environments, power state operations (such as
on/off/snapshot/checkpoint/resume) will benefit from this feature.

e Cluster-wide operations like VMotion, Storage VMotion, and DRS can take advantage of this feature.
It is especially helpful when bigger clusters with more VMs are deployed.

e This feature enables better Round-Robin load-balancing support by avoiding reservations.

CLARIION Plug-in for VMware

The CLARIiON Plug-in for VMware is designed to bridge the gap between the storage administrator and
VMware administrator by automating some of the tasks through a common user interface. This tool allows
centralized management of storage resources and improves productivity by automating provisioning tasks.

This tool is supported on CX4 storage systems running release 29 and works with VMware vSphere 4.x.
Software requirements are as follows:

e  Powershell version 2.0

e Navisphere Secure CLI (release 29)

e PowerCLI provided by VMware

e vSphere Virtual Infrastructure Client 4.x

e CLARIiON Plug-in for VMware (.exe)
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The following bullets and Figure 41 outline what you can do with this plug-in tool:

e Create one or more datastores or RDM volumes
e Delete empty datastores

e Create virtual machines using vCenter Cloning or templates using CLARIiiON replication technologies
such as snapshots and clones

e  Publish replicated virtual machines to a View Manager

[£5) blade T.env lab - vSphere Clhent

Ele Edt View Inventory Admiristretion Bug-ine  Help

B & £y Home b g Soksions ond Applcatiors b & EWC b g5 bledeT emc.lob e

LS— [ Replication
: ] I Tabk

Connected o amey: FRMOOI34200250  Disconnect]

raanager Credentisls

o

e
Server Accressibosmase: [
User pame: |
Fassncnd: |
z I - I

Connected to senrer: VDM, emelab Disconmact |

Optional Vieww
MNManager Server
integration

Figure 41. CLARIiON plug-in configuration, provisioning, and replication options

Storage access is defined through a XML configuration file called storagepools.xml. This file can be
modified using Windows applications like Notepad, and allows you to define an entity called storage pools
(for example, RAID groups or thin pools) that can be used to create LUNSs for provisioning or creation of
replicas. In addition, details about the array, RAID type, RAID group, thin pool names, and so on must be
known in order to create datastores or RDM volumes for a cluster of ESX servers.

EMC CLARIiON Integration with VMware ESX
Applied Technology 63



[5) YCENTER 4 - vSphere Client - 10] x|

File Edit Yiew Inventory Administration Plug-ins Help

E B |@ Home G Solutions and Applications D& EMC-C-Flugin - b (5 VCENTER4 |ﬂ{'-v Search Inventory |Q,|

.. EMC Storage (02 CLARIION - 1.0.12.40

X Provisioning

Cluster: I vCloud_Cluster | = l

Create New Datastore

Datastors Mame: I Ora_Dbl
Datastore Size (GE): I 200
Storage Pool: I j

A Advanced Settings

Black Size @i Cam Cam Cosm
Number of Datastores I 1
Select Checkbox for RDM Disks Il

Remove Existing Datastore

Delzte Datastore - I j

Execute | Cancel |

Not Ready to Provision

Recent Tasks Mame, Target or Status containg: - I Clear ®

Marme | Target | Skatus | Details | Initiated by | wCenter Server | Requesked Start Ti... — | Start Time ;I
@ Clone virtual maching i 14% @) Copying ¥ir... EMCladminist... @ WCEMTERS 63002010 11:45:23 ..,  &/30/2010 11:45:23 ... =
1| | 3

1 Tasks @ Alarms | |License Perind: 75 days remaining |EMC\administrator v

Figure 42. Using the CLARIION plug-in to create new datastores

For more detailed information on installing and configuring CLARIiiON Plug-in for VMware, see the
CLARIiON Plug-in for VMware Installation and Configuration Guide available on Powerlink.
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Conclusion

EMC CLARIiON and VMware technologies provide the complete Information Lifecycle Management
solutions that customers need to consolidate their storage and servers at a low cost. Tools like VMotion,
when used with CLARIiON storage, provide online migration of server application workloads without any
downtime. VMware HA and Distributed Resource Scheduling coupled with CLARIiiON high availability
and performance provide reliable and cost-effective solutions. Clustering of virtual machines within the
box provides protection against software errors within the cluster.

VVMware provides virtualization at the server level while CLARiiON provides protection, performance, and
backup at the disk level. Both technologies complement each other, with the high level of functionality and
features they provide, to satisfy customer needs.

References

The following documents and resources can be found on Powerlink, EMC’s password-protected extranet
for partners and customers:

e EMC Navisphere Command Line Interface (CLI) Reference

e EMC SnapView Command Line Interfaces (CLI) Reference

e EMC SAN Copy Command Line Interface (CLI) Reference

e EMC MirrorView/Synchronous Command Line Interface (CLI) Reference

e EMC MirrorView/Asynchronous Command Line Interface (CLI) Reference

e Using EMC CLARIiON Storage with VMware vSphere and VMware Infrastructure TechBook
e Host Connectivity Guide for VMware ESX Server Version 2.x

e E-Lab Navigator

The following documents and resources can be found on VMware.com:

e VMware resource documents
http://www.vmware.com/support/pubs/vs_pages/vsp_pubs_esxi40_e_vc40.html

e Fibre Channel SAN Configuration Guide
http://www.vmware.com/pdf/vsphere4/r40/vsp_40_ san_cfg.pdf

e iSCSI SAN Configuration Guide
http://www.vmware.com/pdf/vsphere4/r40/vsp_40 iscsi_san_cfg.pdf
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Appendix: Using vm-support on VMware ESX servers

VM support is the command tool used to aid in diagnostics and/or troubleshooting of the ESX server. This
service tool is supported on ESX 4.x, 3., and 2.x. For VMware ESXi, use VI Client’s Export Diagnostics
Data option to get vm-support files.

The following procedure outlines the steps executed on the ESX 4.x/3.x service console. Enter the vm-
support command on the ESX service console. This script generates a .tgz file in the current directory.
Extract this file using the following command:

tar —zxvf “Vm-support file name”

Note that WinZip cannot be used to extract vm-support script output. You have to have a Linux machine to
extract these files. Once these files get extracted, a folder with the version of vm-support is created.

Important files to look at within this folder from the storage point of view are as follows:

e /tmp/vmware_xxX.txt — ESX version and patch information

o /var/log/messages — For hardware BIOS versions

e /tmp/chkconfig.*.txt — Confirm naviagent is installed

e /proc/scsi/lpfc or /proc/scsi/gla_2xx — HBA driver versions

e /tmp/esxcfg-swiscsi — Software iSCSI initiator information for ESX 4.x/3.x only
o /tmp/esxcfg-mpath — ESX path information for ESX 4.x/3.x

e /tmp/vmkmultipath — ESX path information for ESX 2.x

Additional information related to the vmkernel configuration can be found at:

o vmkpcidivy — Device configuration information available only on ESX 2.x systems

e /proc/vmware/config — For additional SCSI, disk, and file system configuration information
e /home/vmware/ — Contains VM configuration files information

o var/log/vmkernel and /var/log/vmkernel.1 — For additional troubleshooting information
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