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Introduction 
This document provides step-by-step examples that demonstrate how to set up the following network 

services in NSX for vSphere: 

 Logical Switches 

 Logical Distributed Routers 

 Distributed Firewalls 

 Logical Centralized Routers (Edge) 

 with Dynamic Routing 

 with many-to-one NAT 

 Logical Load Balancers (Edge) 

At the end, you’ll have the following logical network deployed in your lab: 

 

 

Figure 1 – Logical View of lab 

L2 bridging, VPN, and service composer are not covered in this document. Likewise, integrations with 

third party vendors, such as Palo Alto Networks, Symantec and F5, are not covered here. 



 

Installation of NSX for vSphere 
This section guides you through the step-by-step installation, configuration and validation of a new NSX 

for vSphere (“NSX-v”) deployment. 

Infrastructure requirements for NSX-v 

VMware elements: 

Prior to installing NSX for vSphere, you must deploy: 

 vCenter 5.5 with: 

 one or more Compute clusters 

 Management and Edge cluster 

 two or more ESXi 5.5 in each cluster 

Each ESXi host has the following characteristics: 

 Server hardware is listed on the VMware HCL for vSphere 5.5 

 2x Quad Core x86_64 compatible CPUs with a speed of 2Ghz or greater, plus hardware-assisted 

virtualization support (total of 8 physical cores) 

 32GB of RAM or greater 

 2x Physical NICs 

 Either 5GB of Local Disk/Dedicated boot from SAN LUN or supported ESXi embedded device 

(USB/SD). Local Disk is not required if vSphere Auto Deploy is used. 

 
 

 
Figure 2 – Infrastructure for NSX 

 

For resource constraints, this lab uses only one Compute Cluster, as shown in the following screenshots. 



 

Network fabric: 

Configure at least 1600 byte of MTU frame sizes on all the physical switches/routers between ESXi. 

vCenter: 

Clusters: 

 One Compute Cluster “Cluster-CompA” with two ESXi. 

 One Management + Edge Cluster “Cluster-Mgt_Edge” with two ESXi. 

 

 
Figure 3 – vCenter Host View 

 

Networking: 

 Virtual Standard Switch (vSS) for Cluster-CompA and Cluster-Mgt_Edge: 

 Management: This vSS is used for the ESXi-Compute and ESXi-Mgt_Edge management. 

Interface to use: The interface of the ESXi in Cluster-CompA + Cluster-Mgt_Edge on the 

Management network is used. 

 

 Virtual Distributed Switch (vDS) for Cluster-CompA: 

 vDS-CompA: This vDS will be used for the VM production traffic. Interface to use: The interface 

of the ESXi in Cluster-CompA on the Transport network is used. Note: No ESXi IP@ is 

configured yet. 

 

 Virtual Distributed Switch (vDS) for Cluster-Mgt_Edge: 

 vDS-Mgt_Edge: This vDS will be used for the VM production traffic. Interface to use: The 

interface of the ESXi in Cluster-Mgt_Edge on the Transport network is used. Note: No ESXi IP@ 

is configured yet. Note2: Create a Management Network for the future logical routers 

“LogicalRouter_Mgt” 

 vDS-External: This vDS will be used to talk to the physical external network. Interface to use: 

The interface of the ESXi in Cluster-Mgt_Edge on the External network is used. Note: No ESXi 

IP@ is configured. 

 



 

 
Figure 4 – vCenter Networking View 

 

NSX-v Installation overview 

In this step, you’ll deploy the NSX Manager and NSX Controller Nodes: 

 
Figure 5 – NSX elements 

Step 1: Install NSX Manager 

The NSX Manager is the centralized management component of NSX, and runs as a virtual appliance on 

an ESX host. 

1. Install NSX Manager: From vCenter Home -> Hosts and Clusters, select Cluster-Mgt_Edge and 

Deploy OVF Template 



 

 
Figure 6 – Installation NSX Manager 

 

2. Register NSX Manager with vCenter: Log in NSX Manager and from NSX Manager Manage -> 

NSX Management Services, register to vCenter 

 
Figure 7 – NSX Manager registration to vCenter 

 

3. Validate registration: Log out of vCenter if already logged in. And re-log in with root (required to 

get the NSX plugin installed in vCenter). Note: The first login can take a few minutes. After 

registration, you will see the Network & Security plugin in the Inventory: 

 
Figure 8 – NSX plugin in vCenter 

  



 

Step 2: Install the NSX Controller Cluster 

The NSX Controller Cluster is a distributed state management system that controls virtual networks and 

overlay transport tunnels  

1. Install the first NSX Controller Node: From NSX Home -> Installation, add first NSX Controller 

Node. 

 
 

 
Figure 9 – First NSX Controller Node installation 

The IP Pool “NSX Controller Cluster” has been created with the following settings: 

 
Figure 10 – NSX Controller Cluster IP pool 

 

2. Validate the installation of first NSX Controller Node: The deployment of an NSX Controller 

Node can take few minutes. 



 

 
Figure 11 – First NSX Controller Node deployed 

 

Note: In rare cases, the Controller takes too long install and is automatically deleted. In such cases, 

you can install a DHCP server in the Controller’s subnet to speed up its installation. That DHCP 

server can be configured with fake IP addresses since the Controller will still get its IP address 

from the NSX IP Pool. 

3. Install the second and third NSX Controller Nodes: 

Note: You can run with only one NSX Controller in a lab (not supported in a production setting), 

but this will render you unable to test Controller Node high-availability. For a production 

deployment or to test high-availability, you must install a total of three Controller Nodes. 

From NSX Home -> Installation, add second and third NSX Controller Nodes 

 

 
Figure 12 – Second and third NSX Controller Nodes installation 

 

4. Validate installation of all three NSX Controller Nodes 

 
Figure 13 –NSX Controller Cluster deployed 

 
 

  



 

Step 3: Prepare ESXi hosts for NSX 

To provide all the NSX services, special kernel modules and user space tools have to be installed on the 

ESXi hosts. 

1. Install NSX elements on cluster hosts: From NSX Home -> Installation -> Host Preparation, 

click Install for all the clusters: 

 
Figure 14 –Installation of NSX elements on cluster hosts 

 

2. Check the installation of NSX elements on cluster hosts 

 
Figure 15 – Validation of installation of NSX elements on clusters hosts 

 

3. Configure the VXLAN VTEP interface for Cluster-CompA hosts: From NSX Home -> 

Installation -> Host Preparation, click Configure for the Cluster-CompA: 

 
Figure 16 – Configuration of VTEP interface for Cluster-CompA hosts 



 

 
Figure 17 – Configuration of VTEP IP@ pool for the Cluster-CompA hosts 

 

4. Validate the VTEP configuration on the Cluster-CompA hosts. Note: You may see an “Error 

Unconfigure” message. This is a known display issue. Refresh the window to see the correct 

status. 

 
Figure 18 – Validation VTEP IP@ configuration for the Cluster-CompA hosts 

 

5. Configure the VXLAN VTEP interface for Cluster-Mgt_Edge hosts: 

 
Figure 19 – Configuration of VTEP interface for Cluster-Mgt_Edge hosts 



 

 
Figure 20 – Configuration of VTEP IP@ pool for the Cluster-Mgt_Edge hosts 

 

6. Validate the VTEP configuration on the Cluster-Mgt_Edge hosts. Note: You may see an “Error 

Unconfigure” message. This is a known display issue. Refresh the window to see the correct 

status. 

 
Figure 21 – Validation VTEP IP@ configuration for the Cluster-Mgt_Edge hosts 

 

7. View of the VTEP IP@ allocated to each Cluster hosts. From NSX Home -> Installation -> 

Logical Network Preparation -> VXLAN Transport: 

 
Figure 22 – View of the VTEP IP@ allocated to each Cluster hosts 

 

8. Configure VXLAN Segment ID (VXLAN Network Identifier – VNI): From NSX Home -> 

Installation -> Logical Network Preparation -> Segment ID, click Edit. Note: Since NSX 6.0 with 

ESXi 5.5, multicast support is no longer required on the physical fabric. 



 

 
Figure 23 – View of the VTEP IP@ allocated to each Cluster hosts 

 

9. Configure a Transport Zone: The transport zone is the compute diameter of your cloud. You want 

all your ESXi hosts to participate to your cloud. From NSX Home -> Installation -> Logical 

Network Preparation -> Transport Zone, click +. Note: Since NSX 6.0 with ESXi 5.5, multicast 

support is no longer required on the physical fabric. 

 
Figure 24 – Creation of the Transport Zone that spans among all Clusters 

This completes the installation of the NSX-v elements of your deployment. Proceed to the logical switch 

set-up steps in the next section. 

  



 

L2 Logical Switching 

Goal of the L2 logical switching lab 

In this section, you will create Logical Switches. 

 
Figure 25 – Logical View Logical Switches 

Create four Logical Switches 

From NSX Home -> Logical Switches, create four Logical Switches called: 

 Transit-Network-01 

 Web-Tier-01 

 App-Tier-01 

 DB-Tier-01 

 
Figure 26 –Logical Switch creation 



 

 

Note: You will notice that one vDS Port Group is automatically created for each Logical Switch. 

From vCenter Home -> Networking 

 
Figure 27 –vDS Port Groups created for each logical switch 

Add VMs on Web/App/DB Logical Switches 

You have VMs on the different Cluster-CompA hosts: 

 
Figure 28 – VMs in Cluste-CompA 

From NSX Home -> Logical Switches, add VMs to the appropriate logical switch 

 
Figure 29 – Add VMs onLlogical Switch 



 

 

Figure 30 – Select VMs 

Note: You can check the VMs are connected to the correct Logical Switch on vCenter too: 

From vCenter Home -> Hosts and Clusters, look at the VM Hardware 

 
Figure 31 – Validate VM Network adapter is connected to vDS port group 

Validate that VMs on the same Logical Switch can communicate 

 
Figure 32 – ping between Web VMs 

Note: The VM traffic flow in the fabric is: 



 

 
Figure 33 – Logical Switch traffic flow 

  



 

Distributed Logical Routing  

Goal of the logical routing lab 

In this step, you’ll create a Distributed Logical Router. 

 
Figure 34 – Logical View Distributed Logical Router 

Create a single Distributed Logical Router 

From NSX Home -> NSX Edges, create a Distributed Logical Router with four interfaces (LIFS) 

 Uplink to Transit-Network-01 with an IP of 172.16.1.2/29 

 Internal connected to Web-Tier-01 Logical Switch with IP 10.0.1.1/24 

 Internal connected to App-Tier-01 Logical Switch with IP 10.0.2.1/24 

 Internal connected to DB-Tier-01 Logical Switch with IP 10.0.3.1/24 

 



 

 
Figure 35 – Logical Distributed Router creation, first pane 

 

 
Figure 36 – Logical Distributed Router creation, second pane 

 
 



 

 
Figure 37 – Logical Distributed Router creation, third pane 

Note: One Management Interface must be configured. This interface is to access the Logical Router 

Control VM via SSH for management/troubleshooting (the VM production traffic doesn’t reach the 

Logical Router Control VM - see Figure 39 and Figure 40). For SSH access, configure a management IP 

address (not shown in the screenshot above). 

  



 

Validate that VMs in the different Logical Switches can communicate 

 
Figure 38 – ping between Web and App VM 

Note: The Logical Router Control VM (in the Mgt_Edge Cluster) is not involved in the L3 VM traffic 

flow. 

The VM traffic flow in the fabric is shown below. 

 
Figure 39 – L3 traffic flow – case both VMs are in the same ESXi host 

  



 

 

 
Figure 40 – L3 traffic flow – case both VMs are in different ESXi hosts 

 

  



 

Distributed Firewalling 

Goal of the Distributed Firewalling lab 

In this step, you’ll create the Distributed Firewall rules. 

 
Figure 41 – Logical View Distributed Firewall 

Create the Distributed Firewall rules 

For ease of use, the example below is using Logical Switch Names for the “Source” and “Destination” 

instead of subnets. 

This option works only if you have the VM Tools installed on the VMs. 

If you do not have the VM Tools on your VMs, use subnet. 

From NSX Home -> Firewall, create the rules: 

1) External access: Source any, Destination Web-Tier-01, Allow https, Apply To Web-Tier-01 

2) Inter Web-Tier-01: Source Web-Tier-01, Destination Web-Tier-01, Allow icmp + ssh + http, Apply 

To Web-Tier-01 

3) Inter Web-Tier-01_block: Source Web-Tier-01, Destination Web-Tier-01, Block any, Apply To Web-

Tier-01 

4) Web-Tier-01-App-Tier-01: Source Web-Tier-01, Destination App-Tier-01, Allow icmp + http, Apply 

To Web-Tier-01 + App-Tier-01 

5) Inter App-Tier-01: Source App-Tier-01, Destination App-Tier-01, Allow icmp + ssh + http, Apply To 

App-Tier-01 

6) App-Tier-01-DB-Tier-01: Source App-Tier-01, Destination DB-Tier-01, Allow icmp + mysql, Apply 

To App-Tier-01 + DB-Tier-01 

7) Web-Tier-01-External: Source Web-Tier-01, Destination any, Allow all, Apply To Web-Tier-01 



 

8) Everything else: Source any, Destination any, Block any, Apply To Web-Tier-01 + App-Tier-01 + 

DB-Tier-01 

Note: To display the field “Apply To”, click on the grid: 

 
Figure 42 –Distributed Firewall fields selection 

 

 
Figure 43 –Distributed Firewall rules 

  



 

Validate the Distributed Firewall rules 

 
Figure 44 – ping and ssh between Web and App VM 

 

Note: The non-authorized traffic is dropped at the beginning: 

 
Figure 45 – Distributed Firewall traffic flow  

 

  



 

Logical Centralized Routing 

Goal of the Logical Centralized Routing lab 

In this step, you’ll create a Logical Centralized Router (Edge) with: 

 dynamic routing 

 many-to-one NAT 

 

 
Figure 46 – Logical View Logical Centralized Router 

  



 

Create a single Logical Centralized Router (Edge) 

From NSX Home -> NSX Edges, create an Edge Service Gateway with two interfaces (LIFS) 

 Uplink to External with an IP of 20.20.20.2/24 

 Internal to Transit-Network-01 with an IP of 172.16.1.1/29 

 
Figure 47 – Logical Centralized Router creation, first pane 

 
 

 
Figure 48 – Logical Centralized Router creation, third pane 

 
 



 

 
Figure 49 – Logical Centralized Router creation, fourth pane 

 
 

 
Figure 50 – Logical Centralized Router creation, fifth pane 

 
 

 
Figure 51 – Logical Centralized Router creation, sixth pane 

 

  



 

Configure Dynamic Routing on Logical Distributed and Centralized 
Routers 

Dynamic routing configuration on Logical Distributed Router 

1) Enable Dynamic Routing: 

a) From NSX Home -> NSX Edges, select the Logical Distributed Router and navigate to Manage -> 

Routing -> Global Configuration, and click Edit Dynamic Routing Configuration. 

b) Accept the default Router ID and Publish change (don’t click “Enable OSPF” here because a 

Protocol Address needs to be defined first) 

 
Figure 52 – Logical Distributed Router Dynamic Routing configuration 

 

2) Enable OSPF 

a) Navigate to Manage -> Routing -> OSPF, click Edit: 

o Enable OSPF checkbox 

o Add a Protocol Address of 192.168.10.3 

o Forwarding Address of 192.168.10.2 

b) and Publish change 

 
Figure 53 – Logical Distributed Router OSPF configuration 

3) Configure OSPF 

a) Navigate to Manage -> Routing -> OSPF, click Edit: 

b) Add a new Area Definition with the default values: 



 

 
Figure 54 – Logical Distributed Router OSPF area configuration 

4) Add the Area to Interface Transit-Uplink and Publish change: 

 
Figure 55 – Logical Distributed Router OSPF area interface configuration 

5) Validate Route Redistribution for connected networks is permitted: 

 

 
Figure 56 – Logical Distributed Router dynamic routing route redistribution 

Dynamic routing configuration on Logical Centralized Router 

1) Enable Dynamic Routing 

a) From NSX Home -> NSX Edges, select the Logical Centralized Router and navigate to Manage -> 

Routing -> Global Configuration, Click Edit Dynamic Routing Configuration 

b) Accept the default Router ID and Publish change (don’t click “Enable OSPF” here because a 

Protocol Address needs to be defined first) 



 

 
Figure 57 – Logical Centralized Router Dynamic Routing configuration 

2) Configure OSPF 

a) Navigate to Manage -> Routing -> OSPF, click Edit: 

b) Add a new Area Definition with the default values: 

 
Figure 58 – Logical Centralized Router OSPF area configuration 

3) Add the Area to Interface Transit-Uplink and Publish change: 

 
Figure 59 – Logical Centralized Router OSPF area interface configuration 

 

4) Add Route Redistribution for connected networks and static routes and Publish change: 



 

 

 
Figure 60 – Logical Centralized Router dynamic routing route redistribution 

 

Validate that dynamic routes are being learned 

 
Figure 61 – OSPF status on Logical Distributed Router 

 

 
Figure 62 – OSPF status on Logical Centralized Router 



 

Validate communication from internal to Centralized Router external 
interface 

 
Figure 63 – Communication from web-01 to Centralized Router external interface 

Create many-to-one NAT (for traffic initiated from Web-Tier01 to 
external) 

1) Add a NAT IP address to a Centralized Router external interface. From NSX Home -> NSX Edges, 

select the Centralized Distributed Router and navigate to Manage -> Settings -> Interfaces, Click Edit 

External interface and add IP address 20.20.20.3 

 
Figure 64 – NAT IP address on External interface 

2) Configure many-to-one NAT. Navigate to Manage -> NAT, Add DNAT and Publish change. 

 
Figure 65 – DNAT configuration for Web-Tier-01 subnet 

 

  



 

Validate communication from Web-Tier-01 to Internet 

 
Figure 66 – ping from Web VM to Internet 

Note: The VM traffic flow in the fabric is shown below: 

 
Figure 67 – Centralized Logical Router traffic flow  

 

 

  



 

Logical Load Balancing 

Goal of the Logical Load Balancing lab 

In this step, you’ll create a Logical Load Balancer (Edge) in one-arm mode. 

 
Figure 68 – Logical View Logical Load Balancer 

The end-users access the VIP over https. The load balancer terminates https and talks to the servers over 

http. 

  



 

Create one new Load Balancer 

From NSX Home -> NSX Edges, create one Edge Service Gateway with one interface (LIF) 

 Uplink to Web-Tier-01 with an IP of 10.0.1.5/24 

 

 
Figure 69 – Logical Distributer Router creation, first pane 

 
 

 
Figure 70 – Logical Distributer Router creation, third pane 

 



 

 
Figure 71 – Logical Distributer Router creation, fourth pane 

 
 

 
Figure 72 – Logical Distributer Router creation, fifth pane 

 

 
Figure 73 – Logical Distributer Router creation, sixth pane 

Configure the Load Balancer 

1. Enable Load Balancing 

a. From NSX Home -> NSX Edges, select the Logical Load Balancer and navigate to 

Manage -> Load Balancer -> Global Configuration, click Edit and enable load balancer. 

 



 

Figure 74 – Enable Load Balancing 

 

2. Create a self-signed certificate by navigateing to Manage -> Settings->Certificates, add a new self-

signed certificate clicking on: 

a. Actions – Generate CSR 

 
Figure 75 – Certificate Signing Request (CSR) 

b. Actions – Self Sign Certificate 

 
Figure 76 – Self Signing Certificate 

 

3. Create an Application Profile 

a. Navigate to Manage -> Load Balancer -> Application Profiles, add a new Application 

Profile with the following values: 



 

 
Figure 77 – Application Profile creation 

 

4. Create a Server Pool by navigating to Manage -> Load Balancer -> Pools, adding a new Pool with 

the following values: 

 
Figure 78 – Server Pool creation 

 

5. Create VIP by navigating to Manage -> Load Balancer -> Virtual Servers, add a new VIP with the 

following values: 



 

 
Figure 79 – VIP creation 

Update the Distributed Firewall rules to allow Load Balancer-to-Web 
server communication 

From NSX Home -> Firewall, update the rule “Inter Web-Tier-01” with the IP@ of the Load Balancer 

10.0.1.5: 

Note: You have to add the IP@ of the load balancer because the Edge doesn’t have the VM Tools. 

 
Figure 80 – Updated Distributed Firewall rules 

 
 

Validate that the Server Pool is UP 

From NSX Home -> NSX Edges, select the Logical Load Balancer and navigate to Manage -> Load 

Balancer -> Pools, click Show Pool Statistics and validate the VIP is UP 

 
Figure 81 – Server Pool status 



 

 
 

Create a one-to-one NAT rule on the External Edge Router (for traffic 
initiated from external to load balancer) 

1. Add NAT IP address to Centralized Router external interface 

From NSX Home -> NSX Edges, select the Logical Centralized Router and navigate to Manage -> 

Settings -> Interfaces, click Edit External interface and add IP address 20.20.20.4 

 
Figure 82 – NAT IP address on External interface for VIP 

 

2. Configure one-to-one NAT: 

Navigate to Manage -> NAT, Add DNAT and Publish change 

 
Figure 83 – DNAT configuration for VIP 

  



 

Check that external network hosts can communicate to VIP 

 
Figure 84 – HTTPS access to VIP from external 

Below, we depict the VM traffic flow in the fabric. 

 
Figure 85 – Load Balancer traffic flow  

 

  



 

Getting Help and More Information 

NSX-v Documentation 

In addition to this document, you can read the following documents for help setting up NSX-v. All are 

available from https://www-stage.vmware.com/support/pubs/nsx_pubs.html: 

 NSX for vSphere Installation and Upgrade Guide 

 NSX for vSphere Administration Guide 

 NSX for vSphere API Reference Guide 

 NSX for vSphere Command Line Interface Reference 

Contacting the NSX Technical Services Team 

You can reach the NSX technical services team at http://www.vmware.com/support.html. 

https://www-stage.vmware.com/support/pubs/nsx_pubs.html
http://www.vmware.com/support.html
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