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Introduction

This document provides step-by-step examples that demonstrate how to set up the following network
services in NSX for vSphere:

Logical Switches

Logical Distributed Routers
Distributed Firewalls

Logical Centralized Routers (Edge)
e with Dynamic Routing

e with many-to-one NAT

e Logical Load Balancers (Edge)

At the end, you’ll have the following logical network deployed in your lab:

a0 Physical

— ~
~ Router

A
External

20.20.20.0/24

.2 + .3 (N:1 NAT for Web-Tier-01 to external) + .4 {1:1 NAT for LB)

Ga Logical Centralized Router + NAT

1
Transit-Network-01

A-
i

Dynamic Routing | 172.16.1.0/29
v

2| .3 (ospf)
Logical Distributed Router
— (@009
A
Web-Tier-01 App-Tier-01
10.0;1_.01'24 10.0.2.2.’24 —

- -- -— =
LB-01 ‘ web-01 ! web-DZ! app-01 I app-OZF
5 A1 12 A1 12 .

Figure 1 — Logical View of lab

L2 bridging, VPN, and service composer are not covered in this document. Likewise, integrations with
third party vendors, such as Palo Alto Networks, Symantec and F5, are not covered here.
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Installation of NSX for vSphere

This section guides you through the step-by-step installation, configuration and validation of a new NSX
for vSphere (“NSX-v”’) deployment.

Infrastructure requirements for NSX-v

VMware elements:
Prior to installing NSX for vSphere, you must deploy:

e vCenter 5.5 with:
e one or more Compute clusters
e Management and Edge cluster
e two or more ESXi 5.5 in each cluster

Each ESXi host has the following characteristics:

e Server hardware is listed on the VMware HCL for vSphere 5.5

e 2x Quad Core x86_64 compatible CPUs with a speed of 2Ghz or greater, plus hardware-assisted
virtualization support (total of 8 physical cores)

e 32GB of RAM or greater
2x Physical NICs

o Either 5GB of Local Disk/Dedicated boot from SAN LUN or supported ESXi embedded device
(USB/SD). Local Disk is not required if vSphere Auto Deploy is used.

vCenter

vDS-ComputeA vDS-ComputeB vDS-Mgt_Edge

ESXi1- ESXi2- ESXi1- ESXi2- ESXi2-
CompA CompA CompB CompB Mgt_Edge
Management /
192.168.10.0/24 VMotion / Storage*

192.168.20.0/24 Transport**

20.20.20.0/24 External

*: Different networks could be used for "Mgt /

. VMotion / Storage”.

—e ;
U’_‘ Egﬁ':_al **: No requirement to have all ESXi on the same
Transport subnet. The only requirement is IP

connectivity between ESXi.

Figure 2 — Infrastructure for NSX

For resource constraints, this lab uses only one Compute Cluster, as shown in the following screenshots.
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Network fabric:
Configure at least 1600 byte of MTU frame sizes on all the physical switches/routers between ESXi.

vCenter:
Clusters:

e One Compute Cluster “Cluster-CompA” with two ESXi.
e One Management + Edge Cluster “Cluster-Mgt Edge” with two ESXi.

L] [ B
w [ wiCenter_Lab_MNSH-v
= g DC_Lah_NSx-w

+ [ ClusterCompa
[F 192.168.10.21
[ 192168.10.22

[ Cluster-Mot_Edoe
[#192168.10.31
[ 192.168.10.32

Figure 3 — vCenter Host View

Networking:

e Virtual Standard Switch (vSS) for Cluster-CompA and Cluster-Mgt_Edge:
e Management: This vSS is used for the ESXi-Compute and ESXi-Mgt_Edge management.
Interface to use: The interface of the ESXi in Cluster-CompA + Cluster-Mgt_Edge on the
Management network is used.

e Virtual Distributed Switch (vDS) for Cluster-CompA:
e vDS-CompA: This vDS will be used for the VM production traffic. Interface to use: The interface
of the ESXi in Cluster-CompA on the Transport network is used. Note: No ESXi IP@ is
configured yet.

e Virtual Distributed Switch (vDS) for Cluster-Mgt_Edge:

e vDS-Mgt_Edge: This vDS will be used for the VM production traffic. Interface to use: The
interface of the ESXi in Cluster-Mgt_Edge on the Transport network is used. Note: No ESXi IP@
is configured yet. Note2: Create a Management Network for the future logical routers
“LogicalRouter Mgt”

e vDS-External: This vDS will be used to talk to the physical external network. Interface to use:
The interface of the ESXi in Cluster-Mgt_Edge on the External network is used. Note: No ESXi
IP@ is configured.

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. 5
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Figure 4 — vCenter Networking View

NSX-v Installation overview
In this step, you’ll deploy the NSX Manager and NSX Controller Nodes:

NSX
Manager

NSX

Manager NSX Controller
~FJ Cluster
vDS-Mgt_Edge

——, —

—, F—

ESXi1-

ESXi2-
Mgt_Edge Mgt_Edge
Figure 5 — NSX elements

Step 1: Install NSX Manager

The NSX Manager is the centralized management component of NSX, and runs as a virtual appliance on
an ESX host.

1. Install NSX Manager: From vCenter Home -> Hosts and Clusters, select Cluster-Mgt_Edge and
Deploy OVF Template

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. 6



Deploy OVF Template (7 »

1 Source Select source
Selectthe source [ocation

1b Review details Enter a URL to download and install the OWF package fram the Internet, or browwse to a location accessible from your computer,
such as a local hard drive, a netwark share, ar a CODIDVD drive.
2 Destination
2a Selectname and folder QURL
2h Select storage | |v |
(=) Local file

3 Readyto complete

[ Browse... | CiUsersiDimiDownloadsitware-NSX-Manager-£.0.4-1752381.0va ||

Figure 6 — Installation NSX Manager

2. Register NSX Manager with vCenter: Log in NSX Manager and from NSX Manager Manage ->
NSX Management Services, register to vCenter

vCenter Server

Connecting to a vCenter server enables NSX Management Service to display the WYMware
Infrastructure inventory. HTTPS port (443) needs fo be opened for communication between NSX
Management Service, ESX and WC. For a full list of ports required, see section "Client and User
Access' of Chapter 'Preparing for Installation” in the "MSX Installation and Upgrade Guide’.

If your vCenter server is hosted by a vCenter Server Appliance, please ensure that appropriate
CPU and memory resenvation is given to this appliance WM.

vCenter Server: 192.168.10.12
vCenter User Mame: root
Password: issssss

[7] Modify plugin script download location
Figure 7 — NSX Manager registration to vCenter

3. Validate registration: Log out of vCenter if already logged in. And re-log in with root (required to
get the NSX plugin installed in vCenter). Note: The first login can take a few minutes. After
registration, you will see the Network & Security plugin in the Inventory:

Getting Started Hume|

Inventories
. — \ Y - ]
& @ 5 3 e 8§ o G
! [ &1
wiZanter Hosts and Whis and Storage Metwarking wClaud Hyhrid wCenter Metwarking &
Clusters Templates Service Crchestrator Security
Installer

Figure 8 — NSX plugin in vCenter
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Step 2: Install the NSX Controller Cluster

The NSX Controller Cluster is a distributed state management system that controls virtual networks and
overlay transport tunnels

1. Install the first NSX Controller Node: From NSX Home -> Installation, add first NSX Controller
Node.

Add Controller ?
MEX Manager #| 1921681013 *
Doatacanter & DC_Lab_MNSH-¥ -
ClustenResource Poadl. =| Cluster-Mgl_Edge -

Datastore = | OpenFiler -
Huist -
Connecled To & Management Change Remaove
IF Fool @ MWSX Controller Cluster r
Fasswiord: |
Confirm password o[frreees |

0K Cancel

Figure 9 — First NSX Controller Node installation

The IP Pool “NSX Controller Cluster” has been created with the following settings:

Edit IP Pool

Mame: # | MESX Controller Cluster

Gateway: [ T92 168101

A gateway can be any IPv4 or IPvE address.,

Frefix Length: # 24
Fritnary OME:
Secondary DMS:

DS Sufii:

Static IP Fool: = 192168.10.41-192.168.10.43

A static IP poal can he specified as

a list of cormma-separated IP address ranges,
for example 192.168.1.2-192. 1681100 ar
abed: 3787 10-abed:BY:87 220

[ ok || cancel |

Figure 10 — NSX Controller Cluster IP pool

2. Validate the installation of first NSX Controller Node: The deployment of an NSX Controller
Node can take few minutes.

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. P



NSX Controller nodes

% x [F Q -

Hame Node N&SX Manager ClusterResource Pool Datastore Host Sothuzre Wersion Status

contraller-1 192168.10.41 %1 921681013 Resources datastare? (3) 192.168.10.32 6.0
Figure 11 — First NSX Controller Node deployed

Note: In rare cases, the Controller takes too long install and is automatically deleted. In such cases,
you can install a DHCP server in the Controller’s subnet to speed up its installation. That DHCP
server can be configured with fake IP addresses since the Controller will still get its IP address
from the NSX IP Pool.

3. Install the second and third NSX Controller Nodes:

Note: You can run with only one NSX Controller in a lab (not supported in a production setting),
but this will render you unable to test Controller Node high-availability. For a production
deployment or to test high-availability, you must install a total of three Controller Nodes.

From NSX Home -> Installation, add second and third NSX Controller Nodes

Add Controller ?)
MEX Manager; #| 1921681013 |~ |
Datacenter: #| DC_Lab_MSHy | v |
ClusteriResaurce Paal: = | Cluster-Mgt_Edoe | v |
Datastare: | OpenFiler |~ |
Host: [ |~ |
Connected To: = | Management Change Remaove
IP Pool: #| NS¥ Controller Cluster |+ |
| ok || cancel |

a,

Figure 12 — Second and third NSX Controller Nodes installation

4. Validate installation of all three NSX Controller Nodes

12 18§10 41 T 193 1821013 Resoyiias sl g 19188101 B W Hom
anbolige-3 1921681047 1921881013 RESues ChpisniF ity 197 16810 37 60 W T
controliar-3 157 185 10 43 Wi 18810.13 Resouces Openfiler a3 16RO B0 oF I

Figure 13 —NSX Controller Cluster deployed
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Step 3: Prepare ESXi hosts for NSX

To provide all the NSX services, special kernel modules and user space tools have to be installed on the
ESXi hosts.

1. Install NSX elements on cluster hosts: From NSX Home -> Installation -> Host Preparation,
click Install for all the clusters:

Installation of network virtualization components on vSphere hosts

Clusters & Hosts Installation Status Firewall
ﬁCIuster—Mgt_Edge Install Mot Enahled
ﬁoluster—CDmpA Install Mot Enahled

Figure 14 —Installation of NSX elements on cluster hosts
2. Check the installation of NSX elements on cluster hosts
Installation of network virtualization components on vSphere hosts
Clusters & Hosts Installation Status Firewall
> ﬁoluster—Mgt_Edge w 604 LUninstall v Enabled
» ﬁoluster-CDmpA v B.04  Uninstall + Enabled

Figure 15 — Validation of installation of NSX elements on clusters hosts

3. Configure the VXLAN VTEP interface for Cluster-CompA hosts: From NSX Home ->
Installation -> Host Preparation, click Configure for the Cluster-CompA:

Configure YXLAN networking 2) W

Configuring all hosts in cluster "Cluster-Compd” for WHLARN networking.

Suitch: # | vDS-Compa [+ ]
WLAN: «[0
MTU: %1600

WhikMic IP Addressing: = () Use DHCP
(=) Use IP Pool

IP Pool: | WTEP_Cluster-Co... |~ |

YWhikMic Teaming Policy: = ' Fail Ower | - |

WTEF: 1

[ OK ][ Cancel ]

Figure 16 — Configuration of VTEP interface for CIuster—CompA"hosts

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. 10



Add IP Poal

Marme: = | WTEP_Cluster-Comps_Pool

Giatewway: = 192168201
A gatewsl can be any [Py of IPvE address.
Frefix Length: w24

Frirnary DMS:
Secondary DRS:
DME Suffic

Static [P Poolr = 192168.20.21-192.168.20.22

A static 1P poal can be specified as

2 list of carmma-separated [P address ranges,
for example 192 1651 2192 1681 100 or
ghod 87 87 10abed 87 5720,

[ 0K H Cancel l

Figure 17 — Configuration of VTEP IP@ pool for the Cluster-CompA hosts

4. Validate the VTEP configuration on the Cluster-CompA hosts. Note: You may see an “Error

Unconfigure” message. This is a known display issue. Refresh the window to see the correct
status.

Installation of network virtualization components on vSphere hosts

Clusters & Hosts Installation Status Firewall WLAM

PﬁCIuster—Mgt_Edge w G604 Uninstall + Enahbled Caonfigure

P@CIuster-CumpA 604 Uninstall « Enabled «" Enabled

Figure 18 — Validation VTEP IP@ configuration for the Cluster-CompA hosts

5. Configure the VXLAN VTEP interface for Cluster-Mgt_Edge hosts:

Configure YXLAN networking (Z) M

Configuring all hosts in cluster "Cluster-Mat_Edoe" for WXLAMN networking.

Switch: # | VDS-Mpt_Edge [~ ]
WLAN: =0
WTLL = 1600
WiKMic IP Addressing: = () Use DHCP
(=) Use P Poal

IP Pool: | WTEP_ClusterMgt.. | + |

WhKMic Teaming Palicy: =~ Fail Crwer | - |

WTEF: # 1

[ OK l[ Cancel ]

Figure 19 — Configuration of VTEP interface for Cluster-Mgt_Edge hosts

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.



Edit IP Pool

Marme: # [ WTEP_Cluster-Mot_Edge_Pool

Giatewway: 2 192 168.20.1
A gateway cah be any 1P oF IPVE goidress,
Frefix Length: 24

Prirary DMS:
Secondary DRE:
DME Suffi

Static [P Poolr = 192168.20.31-192.168.20.32

A static [P pool can be specified as

a list of comma-separated [P addrass ranges,
for example {92 168 1 2-492 {68 1 100 or
ahcd 8787 1 0-abed 875720,

[ 0K H Cancel ]

Figure 20 — Configuration of VTEP IP@ pool for the Cluster-Mgt_Edge hosts

6. Validate the VTEP configuration on the Cluster-Mgt_Edge hosts. Note: You may see an “Error

Unconfigure” message. This is a known display issue. Refresh the window to see the correct
status.

Installation of network virtualization components on vSphere hosts

Clusters & Hosts Installation Status Firewall WA LAN

I'*@Cll.ls’[er-Cu:urrmu”« « G604 LUninstall « Enabled « Enabled

PﬁCIuster-Mgt_Edge & G.04 Uninstall « Enabled " Enabled

Figure 21 — Validation VTEP IP@ configuration for the Cluster-Mgt_Edge hosts

7. View of the VTEP IP@ allocated to each Cluster hosts. From NSX Home -> Installation ->
Logical Network Preparation -> VXLAN Transport:

Clusters & Hosts Configuration Status Switch WLAN T WK IP Addressing Teaming Folicy WTEF
‘F@CIuster—CompA w Uncaonfigure YOS-Comph i} 1600 § [P FPool Fail Oreer 1
E 192.168.10.21 W Ready wnkl D 192.168.20.21
[ 1921681022 + wnkl D 192.168.20022
'ﬁCIuster—Mgt_Edge "  Unconfigure WYDE-Myt_Edge i} 1600 § [F Pool Fail Cwer 1
[E 1921681031 v
L4

1921881032

Ready wimkl 1921682031

Feady wmkl D192 168.20032

Figure 22 — View of the VTEP IP@ allocated to each Cluster hosts

8. Configure VXLAN Segment ID (VXLAN Network Identifier — VNI): From NSX Home ->
Installation -> Logical Network Preparation -> Segment ID, click Edit. Note: Since NSX 6.0 with
ESXi 5.5, multicast support is no longer required on the physical fabric.

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.



Segment ID pool (7)

Provide a segmentlD poal and multicast range unigue to this MNEX
manager.

Seament 1D pool: #5000-10000

{tn the range of S000-16777246)
[ ] Enable multicast addressing

Mulicast addressss are required only for Hybrid and Muiticast control
piahe modas.

A Mulicast most be enakled ifyou are using 5.1 host,

[ OK ] [ Cancel

Ifigure 23 — View of the VTEP IP@ allocated to each Cluster hos%s

9. Configure a Transport Zone: The transport zone is the compute diameter of your cloud. You want

all your ESXi hosts to participate to your cloud. From NSX Home -> Installation -> Logical
Network Preparation -> Transport Zone, click +. Note: Since NSX 6.0 with ESXi 5.5, multicast

support is no longer required on the physical fabric.

(Z) M

== New Transport Zone
Mame: # [TransportZonet
Cescription:
Contral Plane Mode: () Multicast

Muticast on Phiysical network wsed for WXLAN control plane.
(=) Unicast

WXLAN control plane handfed by NSX Controller Clustar.
() Hybrid

Qptirmized Unlcast mode. Offfoads local traffic replication fo physical network.

Select clusters to add

Hame MHEX wSwitch Status
[ B cluster-Cornpa o= YDE-Compa @ Mormal
[w] I cCluster-mot_Edoe &= YDS-Mat_Edpe @ Mormal

Figure 24 — Creation of the Transport Zone that spans among all Clusters

This completes the installation of the NSX-v elements of your deployment. Proceed to the logical switch

set-up steps in the next section.

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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L2 Logical Switching

Goal of the L2 logical switching lab

In this section, you will create Logical Switches.

Transit-Network-01
172.16.1.0/29

Web-Tier-01 App-Tier-01 DB -Tier-01
10.0.1.0/24 10.0.2.0/24 10.0.3.0/24
"7 web01 T Tapp-0d| app02|  abon|

k| .12 k|

12 4] e m—————

Figure 25 — Logical View Logical Switches

Create four Logical Switches

From NSX Home -> Logical Switches, create four Logical Switches called:

New elements

e Transit-Network-01
e Web-Tier-01
e App-Tier-01
e DB-Tier-01
( ‘% New Logical Switch
Mame *ITransit—Netwurk—m I
Description
Transport Zone * TransportZonet | - |

Contral Plane Mode () Multicast

(=) Unicast

() Hyhrid

Figure

NSX for vSphere Getting Started Guide

Muiticast on Physical nebvork Used for LXLAN control plane.

FXLAN contral plane handied by NEX Contralier Clustar.

26 —Logical Switch creation

Copyright © 2014, VMuware. All rights reserved.
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Note: You will notice that one vDS Port Group is automatically created for each Logical Switch.
From vCenter Home -> Networking

&} 2]

(@ vCenter_Lab_|
w [l DC_Lab_MS¥-y
€3 Management
w omYDS-Comps

& VDS-Comph-DVUplinks-25
YWOS-Comph-PG
ém\f—d\rs—25—vir‘[uaIwire—2—Sid—SDDD—Transit—Nehnvork—m
o2, vinee- tvs- 2 5-virtuabwire- 3-sid-5001-Web-Tier-01
w2 vitny- s~ 2 5-virtuatwire- 4-sid-5002-App-Tier-01
\mw-dvs-2S-Virt_uaIwire-S-sid-SUDB-DEI-Tier-m
éw—vmknich-dvs-zs-D-m QEef3Z-2M-4eTe-9hf2-33c06d351a7
w o= WD5-Mot_Edge
&4, VD5-Mot_Edge-DWUplinks-22
YD5-hgt_Edge-PG
ém\f—d\rs—Ez—vir‘[uaIwire—2—Sid—SDDD—Transit—Nehnvork—m
o2 ity- thvs- 2 2-virtuahwire- 3- 5id-5001-Web-Tier-01
2 viny- tvs- 2 2-virtuatwire- 4-sid-5002-App-Tier-01
w:w—dvs-22-virt_uaIwire-S-sid-SDD&-DEI-Tier—D'I
ém\t—vmknicPg—dvs—22—0—eB99SfcT—9592—4?92—b?39—2aa?3?b8c£
Figure 27 —vDS Port Groups created for each logical switch

Add VMs on Web/App/DB Logical Switches
You have VMs on the different Cluster-CompA hosts:

o
vDS-ComputeA

ESXil- ESXi2-
CompA CompA

Figure 28 — VMs in Cluste-CompA

From NSX Home -> Logical Switches, add VMs to the appropriate logical switch

T Weh-Tiar-n1 @ Mormal
© actions - Wiek-Tier-01 !

B Apg @ Mormal
& Edit Settings..
s DB @ Mormal

% Hermigye

=== Add NS Edge..
& Add Service Profile..

Figure 29 — Add VMs onLrogicaI Switch

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. Is



7 Web-Tier-01 - Add Virtual Machines

4 1 Select Virtual Machines Select Virtual Machines

SelectVhis to connect to this network
2 Select WVNICs

3 Readyt let
adyto complete Filter | {Zi5elected Ohjects

Wirtual machine
1 app-01
1 app-02
& db-01
G NESX_Controller_B5a0d5a6-45a7-495e-9aae-5ed88ad63377
G NEX Manager

VG web-01

V1 web-02

Figure 30 — Select VMs

Note: You can check the VMs are connected to the correct Logical Switch on vCenter too:
From vCenter Home -> Hosts and Clusters, look at the VM Hardware

~* YMHardware

p CPL 2 CPLESY, 0 MHz used
y Mernary D 512 MB, 317 MB used
v Hard disk 1 400G

Ib MNetwork adapter 1 wan-dvs- 25-virtualwire-3-sid-5001-Weh-Tier-01 (cnnnected)l

3. COOVD drive 1 Digconnected ﬁi.
[ Floppy drive 1 Disconnected o7
b Yideo card 4.00 wB
b Other Additional Hardware
Cormpatibility ESXi 5.5 and later &M version 10)
EditSeﬂingS...:g

Figure 31 — Validate VM Network adapter is connected to vDS port group

Validate that VMs on the same Logical Switch can communicate

icmp_reg=2 ttl=64 time
ping between Web VMs

Figure 32 —

Note: The VM traffic flow in the fabric is:

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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______________________________________________________

! N " N
] 1 1
| 10.0.1.11 i 100111 |
| l =>10.0142 | | T =>10.0.1.12 |
| ¥ ;
1 1

| 10.0.2.11 i 100211 !
| ¢ =>100212 || T =>10.0.2.12 |
\ N J

A1 A1 A1 12 A2

- ———
1 1
vDS-ComputeA EE

vDS-Mgt_Edge

ESKi1- | o ESXi2- | 2, ESXil- | 31 ESXi2-
CompA CompA Mgt_Edge Mgt_Edge
192.168.20.0124 Q
T 't
192.168.12.21 => 192.168.12.22 ranspo
(VXLAN encap[10.0.1.11 => 10.0.1.12])
(VXLAN encap [10.0.2.11 => 10.0.2.12}) New elements

Figure 33 — Logical Switch traffic flow
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Distributed Logical Routing

Goal of the logical routing lab

In this step, you’ll create a Distributed Logical Router.

Transit-Network-01
172.16.1.0/29

Web-Tier-01 App-Tier-01
10.0.1.0/24 10.0.2.0/24
web-01 ! web-02 ! app-01] app-02
KL A2 A1 a2 4 memem——— New elements

Figure 34 — Logical View Distributed Logical Router

Create a single Distributed Logical Router
From NSX Home -> NSX Edges, create a Distributed Logical Router with four interfaces (LIFS)

Uplink to Transit-Network-01 with an IP of 172.16.1.2/29

Internal connected to Web-Tier-01 Logical Switch with IP 10.0.1.1/24
Internal connected to App-Tier-01 Logical Switch with IP 10.0.2.1/24
Internal connected to DB-Tier-01 Logical Switch with IP 10.0.3.1/24

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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New NSX Edge 413

4 1 Name and description Name and description

2 CLIcredentials

Install Type: () Edge Services Gateway
3 Configure deployrment

4 Configure interfaces
5 Configure HA (») Logical {Distributed) Router

6 Ready to complete
|:| Enable High Availability

Marme: leDgicalRUuter—Dﬂ

Hostname:

Description:

Tenant:

Figure 35 — Logical Distributed Router creation, first pane

New NSX Edge 43

+ 1 Mame and description Configure deployment

w2 CLIcredentials

3 Configure deployiment

4 Configure interfaces

Datacenter: | DC_Lab_NSxer | + |
NSX Edge Appliances

5 Configure HA

Resource Pool Huost D atastore Folder

Cluster-Mgt_Ed... 1921681032 CpenFiler

6 Ready to complete

Figure 36 — Logical Distributed Router creation, second pane

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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Hew NSX Edge [

+ 1 Name and description Configure interfaces

" 2 CLlcredentials

Management Interface Configuration
" 3 Configure deployment

- Connected To: = | LogicalRouter_kgt Change Remove
v 4 Configure interfaces
5 Configure HA +
6 Readyto complete IF Address Subnet Prefix Length

The management interface is a mandatory special-purpose interface that requires
network connectivity and is configured separately from other interfaces in the
Logical Router.

Configure interfaces of this NSX Edge

+
Subnet Prefix
Mame I Address Connected To
Length
Transit-01 17216812 24 Transit-Metwark-01 *
Web-01 10.0.1.1% 24 Web-Tier-01
App-01 10.0.21% 24 App-Tier-01
DB-01 10.0.3.1% 24 DB-Tiet-01 -

Figure 37 — Logical Distributed Router creation, third pane

Note: One Management Interface must be configured. This interface is to access the Logical Router
Control VM via SSH for management/troubleshooting (the VM production traffic doesn’t reach the
Logical Router Control VM - see Figure 39 and Figure 40). For SSH access, configure a management IP
address (not shown in the screenshot above).

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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From 1
Figure 38 — ping between Web and App VM

Note: The Logical Router Control VM (in the Mgt_Edge Cluster) is not involved in the L3 VM traffic
flow.

The VM traffic flow in the fabric is shown below.

10.0.1.11
l => 10.0.2.11
10.0.1.11
=>10.0.2.11
------- 1
: Logical Routerl
| ControlvM 1
1 I
1 I
]
DD C] | :—; -
1 M1 . !

A

‘lLEE'

vDS-ComputeA vDS-Mgt_Edge ¥

. Jl I . N -

. ESXi1- .31 ESXi2- .32
CompA Mgt_Edge Mgt_Edge

192.168.20.0/24

T it
192.168.12.21 => 192.168.12.22 ranspo

(VXLAN encap [10.0.1.11 => 10.0.1.12])

(VXLAN encap{10.0.2.11 => 10.0.2.12)) New elements

Figure 39 — L3 traffic flow — case both VMs are in the same ESXi host

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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10.0.1.11
l =>10.0.2.12

10.0.1.11
T =>10.0.2.12

Lagical Routerl

1 Controlvm |
I |
@
1
12 12 L !

e

vDS-ComputeA

1
¢

17T EE

vDS-Mgt_Edge ¥

ESXi1- | 29 ESXi2- | 22 ESXil- 31 ESXiz- 32
CompA CompA Mgt_Edge Mgt_Edge

192.168.20.0/24

192.168.12.21 => 192.168.12.22
(VXLAN encap[10.0.1.11 => 10.0.1.12])
(VXLAN encap[10.0.2.11 => 10.0.2.12])

Figure 40 — L3 traffic flow — case both VMs are in different ESXi hosts

NSX for vSphere Getting Started Guide
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Distributed Firewalling

Goal of the Distributed Firewalling lab
In this step, you’ll create the Distributed Firewall rules.

all T
Transit-Network-01

172.16.1.0/29

https 2

—0ee

Web-Tier-01 I icmp q’_ner_m icmp J,

@ Logical Distributed Router

10.0.1.0/24 +httE 10.0.2.0/24 +mysql
————— TP R P R LS Ay R
i - =1
Y Spp— S — —— Ep.p,g ...........

A1 A2 A1 A2
icmp icmp

+ss5h +ssh
+htt +http | === amamam=m—- New elements

Figure 41 — Logical View Distributed Firewall

Create the Distributed Firewall rules

For ease of use, the example below is using Logical Switch Names for the “Source” and “Destination”
instead of subnets.

This option works only if you have the VM Tools installed on the VMs.

If you do not have the VM Tools on your VMs, use subnet.

From NSX Home -> Firewall, create the rules:

1)
2)

3)
4)
5)
6)

7)

External access: Source any, Destination Web-Tier-01, Allow https, Apply To Web-Tier-01

Inter Web-Tier-01: Source Web-Tier-01, Destination Web-Tier-01, Allow icmp + ssh + http, Apply
To Web-Tier-01

Inter Web-Tier-01_block: Source Web-Tier-01, Destination Web-Tier-01, Block any, Apply To Web-
Tier-01

Web-Tier-01-App-Tier-01: Source Web-Tier-01, Destination App-Tier-01, Allow icmp + http, Apply
To Web-Tier-01 + App-Tier-01

Inter App-Tier-01: Source App-Tier-01, Destination App-Tier-01, Allow icmp + ssh + http, Apply To
App-Tier-01

App-Tier-01-DB-Tier-01: Source App-Tier-01, Destination DB-Tier-01, Allow icmp + mysqgl, Apply
To App-Tier-01 + DB-Tier-01

Web-Tier-01-External: Source Web-Tier-01, Destination any, Allow all, Apply To Web-Tier-01

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. 23



8) Everything else: Source any, Destination any, Block any, Apply To Web-Tier-01 + App-Tier-01 +
DB-Tier-01

Note: To display the field “Apply To”, click on the grid:

|Search |m

Action Applied To [ service
[] Action
+
QS x W] Applied Ta
Wl oy Hmiveb-Tier-01 [JLog
[] stats I
o ﬁWBb-TiEI‘-U'] DComments -E

RSN e U]
Figure 42 —Distributed Firewall fields selection

Ho Name Source Destination Semice Action Applied To
¥ Application-01 (Rule 1 - 8) L ﬁf‘ 7 =
&1 External access + any mieb-Tier-01 LHTTPS Al Tmitfeb-Tier-01
&z InterWeh-Tier-01 Fpieh-Tier-01 mieb-Tier-01 []88H Al mek-Tier-01

[HTTP
[T 1CMP Echo
@3 Interieh-Tier-01_hlock mek-Tier-01 mWeb-Tier-01 = any Block miek-Tier-01
&4 Wih-Tier-01-App-Tier-01 ieh-Tier-01 i App-Tier-01 mwHTTP Alow Hmiwieb-Tier-01
[]ICMP Echa mApp-Tier-01
&5 Inter App-Tier-01 mARp-Tier01 mApp-Tier01 [jssH Al T ARp-Tier-01
[QyHTTP
[T ICMP Echo
(1] App-Tier-01-DB-Tier-01 mARp-Tier01 " DBE-Tier-01 [ IGMP Echo Al [ ARp-Tier01
] MygaL s DB-Tier-01
&7 wieh-Tier-01-External Hmweb-Tisr-01 + any * any Al Hmwieb-Tier-01
@z Everpthing else + any + any * any Block T Web-Tier-01
gApp-Tier—M
" DB-Tier-01

Figure 43 —Distributed Firewall rules
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Validate the Distributed Firewall rules

oo - "R ping 1

: connect to host 10 2.11 port Connection timed out
Figure 44 — ping and ssh between Web and App VM

Note: The non-authorized traffic is dropped at the beginning:

10.0.1.11
=>10.0.1.12(telnet)
10.0.1.11

== {ssh)

Logical Router
E Control VM

192.168.20.0/24

Figure 45 — Distributed Firewall traffic flow

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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Logical Centralized Routing

Goal of the Logical Centralized Routing lab

In this step, you’ll create a Logical Centralized Router (Edge) with:

e dynamic routing

e many-to-one NAT

A -
Web To
Ext I
External xerna
20.20.20.0/24
———-
1
1
1
1
1
?.
Dynamic Routing |
1
1
V.2
A l @
Web-Tier-01 App-Tier-01

10.0.1.0/24

Physical

.~
~ Router

.2 + .3 (N:1 NAT for Web-Tier-01 to external)

~ Logical Centralized Router + NAT

Transit-Network-01
172.16.1.0/29

3 (ospf) 1

@ @ Logical Distributed Router
A

— 10.0.2,0/24

web-01 web-02 app-01] app-02

A1

12 A1

_______ New elements

Figure 46 — Logical View Logical Centralized Router
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Create a single Logical Centralized Router (Edge)
From NSX Home -> NSX Edges, create an Edge Service Gateway with two interfaces (LIFS)

e Uplink to External with an IP of 20.20.20.2/24
e Internal to Transit-Network-01 with an IP of 172.16.1.1/29

Hew NSX Edge 43
¥ 1 Name and description Hame and description
2 CLl credentials
Install Type: (=) Edge Services Gateway
3 Configure depl;yment -
4 Configure interfaces
f Default gateway settings () Lagical (Distributed) Router
6 Firewall and HA
¥ Ready to complete []Enable High Availahility
Mame: —-| CentralizedRouter-01
Hostname:
Description:
Tenant:
Figure 47 — Logical Centralized Router creation, first pane
Hew NSX Edge 413

" 1 Mame and description
" 2 CLlcredentials
4 Configure interfaces
5 Default gateway settings
6 Firewall and HA
7 Readyto complete

Figure 48 —

NSX for vSphere Getting Started Guide

Configure deployment

Datacenter: >-.| DC_Lab_MNE¥y | - |
Appliance Size: () Compact

(=) Large

() ¥-Large

() Quad Large
[w] Enable auto rule generation

Enahle auta rule generation, to automatically generate serdce rules to allow flow
of control traffic.

HSX Edge Appliances
Resource Pool Host Datastore Folder

Cluster-Mat_Ed... CpenFiler
Logical Centralized Router creation, third pane

Copyright © 2014, VMuware. All rights reserved.
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-

Hew HNSX Edge

bh

" 1 HName and description

+ 2 CLlcredentials

+ 3 Configure deployment

M s Conure neriaces ]
5 Default gateway settings
6 Firewall and HA

7 Readyto complete

Configure interfaces

Configure interfaces of this NSX Edge

&
Subnet Prefix
wMIC# Mame IF Address Connected Tao
Length
a External 20020.20.27 24 wD3-External-...
1 Transit-01 17216.1.17 29 Transit-Metwo. .

Figure 49 — Logical Centralized Router creation, fourth pane

-

New NSX Edge

3

" 1 Hame and description
w2 CLlcredentials

+ 3 Configure deployment
" 4 Configure interfaces

4 Default gateway settings

6 Firewall and HA

Figure 50 —

r

1| Mew NSX Edge

Default gateway settings

[] Configure Default Gateway

NI >-.| External |~

Gateweay 1P = | 2020201

BT | 1500] |

Logical Centralized Router creation, fifth pane

4

1 Name and description

2 CLIcredentials

v
s
" 3 Configure deployment
" 4 Configure interfaces
(s

4 Default gateway settings

I 6 Firewall and HA

7 Readyto complete

Figure 51 —

NSX for vSphere Getting Started Guide

Firewall and HA

[] Configure Firewall default policy
Default Traffic Policy:  (s) Accept () Deny

Logging: () Enable (=) Disable

Configure HA parameters
Canfiguring HA parameters is mandatary far HA to wark,

Logical Centralized Router creation, sixth pane

Copyright © 2014, VMuware. All rights reserved.
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Configure Dynamic Routing on Logical Distributed and Centralized
Routers

Dynamic routing configuration on Logical Distributed Router

1) Enable Dynamic Routing:
a) From NSX Home -> NSX Edges, select the Logical Distributed Router and navigate to Manage ->
Routing -> Global Configuration, and click Edit Dynamic Routing Configuration.

b) Accept the default Router ID and Publish change (don’t click “Enable OSPF” here because a
Protocol Address needs to be defined first)

Edit Dynamic Routing Configuration ?

Router ID: = | Transit-01-17216... | =

Enable O5PF

Enahle Logging

Log Lewel: Infa

Save Cancel

|

Figure 52 — Logical Distributed Router Dynamic Routing configuration

2) Enable OSPF
a) Navigate to Manage -> Routing -> OSPF, click Edit:
o Enable OSPF checkbox
o Add a Protocol Address of 192.168.10.3
o Forwarding Address of 192.168.10.2
b) and Publish change

0OSPF Configuration ?

[W] Enahle OSPF
Protocal Address: = 172.16.1.3

Forwarding Address: = 17216.1.2

0K Cancel

Figure 53 — Logical Distributed Router OSPF configuration

3) Configure OSPF
a) Navigate to Manage -> Routing -> OSPF, click Edit:
b) Add a new Area Definition with the default values:

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved. 29



New Area Definition ?)

Area 1D -v|1tl—|
Authentication: | m |
Value:

|' OK | | Cancel |

4) Add the Area to Interface Transit-Uplink and Publish change:

New Area to Interface Mapping 2)
Interface: | Transit01 | = |
Areas x| 10 |~ |

|:| lgnare Interface MTU setting

+ Advanced
Hello Interval * |10 (seconds)
Dead Interval = | 40 (seconds)
Priority * 128
Cost * 1

| ok || cancel |

Figure 55 — Logical Distributed Router OSPF area interface configuration

5) Validate Route Redistribution for connected networks is permitted:
Route Redistribution Status:

OSFF: « BGP:

Route Redistribution tahle:

+ 7S %

Leamer From Frefix Aution
QOSPF Connected Ay FPermit

Figure 56 — Logical Distributed Router dynamic routing route redistribution

Dynamic routing configuration on Logical Centralized Router

1) Enable Dynamic Routing
a) From NSX Home -> NSX Edges, select the Logical Centralized Router and navigate to Manage ->
Routing -> Global Configuration, Click Edit Dynamic Routing Configuration
b) Accept the default Router ID and Publish change (don’t click “Enable OSPF” here because a
Protocol Address needs to be defined first)
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Edit Dynamic Routing Configuration (?)

Router ID: =| External - 20.20.20.2 | + |

[+ Enable OSFF

[ ] Enable Logging

Log Lewel: Info v

|. Save | | Cancel |

Fiéure 57 — Logical Centralized Router Dynamic Routing configuratfon

2) Configure OSPF
a) Navigate to Manage -> Routing -> OSPF, click Edit:
b) Add a new Area Definition with the default values:

New Area Definition (7}
Area D +[10 |
Type: | Mormal |~ |
Authentication: | Mone |~ |
Value:
| ok || cancel |

Figure 58L— Logical Centralized Router OSPF area cc;"r;figuration

3) Add the Area to Interface Transit-Uplink and Publish change:

New Area to Interface Mapping (7}

aIc: | Transit01 | - |
Area: :~| 10 |~ ]

|:| lgnore Interface MTU setting

= Advanced
Hello Interval * |10 (seconds)
Dead Interval = | 40 (seconds)
Priority * 128
Cost * 1

|' OK | | Cancel |

Figure 59 —'Logical Centralized Router OSPF area interfacelgbnfiguration

4) Add Route Redistribution for connected networks and static routes and Publish change:

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.
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Route Redistribution Status:

O5PF: #1315 BGP

Route Redistribution table:
&
Learner From Frefix Aution
QOSPF Static routes, Connected Ay FPermit

Figure 60 — Logical Centralized Router dynamic routing route redistribution

Validate that dynamic routes are being learned

Shield-edge-1-8>f show ip ospf neighbor
eigbhor ID Friority Hddress Dead Time State
PB.26.28.2 128 172.16.1.1 37 Full-BDOR
Shield-edge-1-8>f show ip route

odes: 0 - OSPF derived, i - I5-1I5 derived, B - BGP derived,
- commected, 5 - static, L1 - IS5-I5 lewel-1, L2 - I5-I3 lewvel-2,
IA — OSPF inter area, E1 - OSPF external type 1, E? - OSPF external type 2

otal number of routes: 18

E2 8.8.8.8-8 [116-11 172.16.1.1
.1.8-24 [a-a1l 18.8.1.1

o s o [a-a1 A.8.8.8
.8-24 [8-81 18.8.2.1
P s ) [a-a1 A.8.8.8
.A-24 [a-@a1 18.8.3.1
.B8.3.1-32 [8-81 A.8.8.8
.28.28.8-24 [118-81 172.16.1.1
.16.1.8-29 [a-@a1 172.16.1.3
.16.1.3-32 [8-81] A.8.8.8

Figure 61 — OSPF status on Logical Distributed Router

Shield-edge-2-8>|show ip ospf neighbor

eigbhor ID Friority Hddress Dead Time State
172.16.1.2 128 172.16.1.3 31 Full-DR
Shield-edge-2-8> show ip route

odes: 0 - 0O5PF deriwved, i - I5-13 derived, B - BGP deriwved,
- connected, 5 - static, L1 - I3-I3 lewel-1, L2 - I5-I5 lewvel-2,
IA - O3PF inter area, E1 - OSPF extermal type 1, EZ2 - OSPF external type 2

otal number of routes: 8

B.8.8.8-08 [1-11] 208.20.28.
18.8.1.8-24 [118-11] 172.16.1.
18.68.2.08-24 [118-11] 172.16.1.
18.8.3.8-24 [118-11 172.16.1.
28.20.28.8-24 [B-81 28.20.28.
28.28.28.2-32 [a-81 A.8.8.8

172.16.1.8-29 [B-81 172.16.1.
172.16.1.1-32 [A-81 A.8.8.H8

Figure 62 — OSPF status on Logical Centralized Router
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Validate communication from internal to Centralized Router external
interface

Create many-to-one NAT (for traffic initiated from Web-Tier01 to
external)
1) Adda NAT IP address to a Centralized Router external interface. From NSX Home -> NSX Edges,

select the Centralized Distributed Router and navigate to Manage -> Settings -> Interfaces, Click Edit
External interface and add IP address 20.20.20.3

whIC# 14 Mame IF Address Subnet Prefix Length Connected To Type
2020202 24

i External wO5-External-PiG Lplink
20.20.20.3

1 Transit-01 17216.1.1% 29 Transit-Metwork-01 Internal

Figure 64 — NAT IP address on External interface

2) Configure many-to-one NAT. Navigate to Manage -> NAT, Add DNAT and Publish change.

Add SNAT Rule 7l e
Applied On: External -
Original Saurce IPIRange: % 10.0.1.0/24

Translated Source IP/Range; = 20020020.3

Description: CMAT Web-Tier-01

[/] Enabled
[]Enable logging

0K Cancel

Figure 65 — DNAT configuration for Web-Tier-01 subnet
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from
" O

Figure 66 — ping from Web VM to Internet

Note: The VM traffic flow in the fabric is shown below:

10.0.1.11
e R ——————
. * == External : Centralized !

| Router (Edge),

oo n 9.

1

1
3 ! 1 2+
= | LY By E-h

vDS-ComputeA

ESXi2- 32
Mgt_Edge

192.168.12.21 => 192.168.12.32
(VXLAN encap [10.0.1.11 => External)

192.168.20.0/24

20.20.20.0/24 Trla sport

20.20.20.3=> External ~T" "'

Figure 67 — Centralized Logical Router traffic flow
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Logical Load Balancing

Goal of the Logical Load Balancing lab

In this step, you’ll create a Logical Load Balancer (Edge) in one-arm mode.

54 Physical
~ Router
https A
External
2020200024 y  aaaao e

.2+ .3 (N:1 NAT for Web-Tier-01to external)l- .4 (1:1 NAT for LB) '

~ Logical Centralized Router + NAT

? | Transit-Network-01
Dynamic Routing ! | 172.16.1.0/29
1
1
v .2] .3 {ospf)
Logical Distributed Router
> @ @D
p U
http
Web-Tier-01 App-Tier-01
.----y___ 10.0.1.0/24 — 10.0.2,0/24 10.
! - : = =
| LB-04 ileb-01 web-02 app-01| app-02
: I
" I
" I
I s 1 M A2 A1 .
of

_______ New elements

Figure 68 — Logical View Logical Load Balancer

The end-users access the VIP over https. The load balancer terminates https and talks to the servers over
http.
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Create one new Load Balancer
From NSX Home -> NSX Edges, create one Edge Service Gateway with one interface (LIF)
e Uplink to Web-Tier-01 with an IP of 10.0.1.5/24

s

Hew NSX Edie 13

¥ 1 Name and description Name and description

2 CLIcredentials - .
Install Type:  (») Edde Services Gateway

3 Configure deplmyment
4 Configure interfaces

5 Default gateway settings () Logical {Distributed) Router

6 Firewall and HA

7 Reatyto complete [ Enable High Availahilite

Marme: r| LoadBalancer-01|

Hosthame:

Description:

Tenant:

Figure 69 — Logical Distributer Router creation, first pane

New NSX Edge 1]

+ 1 Name and description Configure deployment

" 2 CLlcredentials

3 Configure deployment

4 Configure interfaces

Datacenter: #[ DC_Lah_mSx-y | -~ |
Appliance Size: ()

4 Default gateway settings

6 Firewall and HA () Quad Large

Enable auto rule generation
¥ Ready to complete M g . . )
Enable auta rule generation, to automatically generate service rules to allow flow

of control traffic.

HSX Edge Appliances

Resoaurce Pool Host D atastore Folder

Cluster-mot_Ed.. CipenFiler

Figure 70 — Logical Distributer Router creation, third pane

NSX for vSphere Getting Started Guide Copyright © 2014, VMuware. All rights reserved.

36



Hew NSX Edge 1

+ 1 Name and description Configure interfaces
v 2 ClLlcredentials

Configure interfaces of this NSX Edge
+" 3 Configure deployment

&
% 4 Configure interfaces
Subnet Prefiz
5 Default gateway settings wHIC# Mame IF Address Length Connected To
6 Firewall and HA a -0 10.0.1.5% 24 Weh-Tier-01

Figure 71 — Logical Distributer Router creation, fourth pane

New NSX Edge 13
+ 1 Mame and description Default gateway settings
w2 CLl credentials
[] Configure Default Gateway

" 3 Configure deplovment
" 4 Configure interfaces i ,.,| Wab-01 | - |

5 Default gateway settings Gateway (P % 10.001.1

6 Firewall and HA MTU- | 1500 |

Figure 72 — Logical Distributer Router creation, fifth pane

" -

New NSX Edge 413

+ 1 Mame and description Firewall and HA

«" 2 CLIcredentials
@ Configure Firewall default policy
+" 3 Configure deployment

« 4 Configure interfaces Default Traffic Policy: (o) Accept () Deny
« 5 Default gateway settings Logging: () Enable (=) Disable
6 Firewall and HA
Configure HA parameters
7 Readyto complete Conflguring HA pararmeters is mandatory far HA to wark,

Figure 73 — Logical Distributer Router creation, sixth pane

Configure the Load Balancer

1. Enable Load Balancing
a. From NSX Home -> NSX Edges, select the Logical Load Balancer and navigate to
Manage -> Load Balancer -> Global Configuration, click Edit and enable load balancer.

a ~

Edit Load halancer global configuration ’

[¥] Enable Loadhalancer
[ | Enahle Senice Insertion
[] Acceleration Enabled

[ ] Logaing

Log Level | Info |+

| ok || cancel ]
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Figure 74 — Enable Load Balancing

2. Create a self-signed certificate by navigateing to Manage -> Settings->Certificates, add a new self-

signed certificate clicking on:
a. Actions — Generate CSR

Generate CSR

Commaon Mame: s WA, COFELCOT

Qrganization Mame: =| Corporation

Organization Unit;
Locality:

State:

Country: |

|Y|

Messade Algorithm: | RSA

Diescription:

Figure 75 — Certificate Signing Request (CSR)

b. Actions — Self Sign Certificate
Self Sign

|Y|

Key Size: | 2048

|| cancel

Mumber of days: ,| klils|

Figure 76 — Self Signing Certificate

3. Create an Application Profile

a. Navigate to Manage -> Load Balancer -> Application Profiles, add a new Application

Profile with the following values:
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New Profile
Marma: Profile-HTTPS-Weh-01
Type: (TGP (O HTTR (=) HTTPS

[ ]Enable 55L Passthrough
HTTF Redirect URL:

Persistence: | Mone | - |

Coakie Mame:
hode: v

[JInsent ¥-Forwarded-For HTTF header
[[]Enable Pool Side S5L

| Virtual Server Certificates [ ]

Service Ceificates | CA Cetificates | CRL |

Commaon Name lssuer Walidity

() W COMP.COM Wi cOorp.com  Tue May 20 2014

Figure 77 — Application Profile creation

4. Create a Server Pool by navigating to Manage -> Load Balancer -> Pools, adding a new Pool with
the following values:

Edit Pool (7)
Mame: = PoolYeb-Tier-01
Description:
algorithm: | ROUND-ROBIN |~ |
Maonitors: | default_hitp_rmonitor | -~ |
Members:
#+ 7/ x
Enabled Mame IF Address Wieight Monitor Port Port Mlax Conn...  hin Conne...
w wieh-01 10111 1 a0 a0 a a
w wieh-02 100112 1 a0 a0 a a
[] Transparent
OK l[ Cancel

Figure 78 — Server Pool creation

5. Create VIP by navigating to Manage -> Load Balancer -> Virtual Servers, add a new VIP with the
following values:
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New Virtual Server @-

[+/] Enabled

Marme: = | WIP-Web-Tier-01

Description: HTTFS 55L-0faoad WIF

IP Address: #10.01.5

Pratocol; [ HTTPS [+ ]
Port: #4473

Default Poal: [ Pool-ieh-Tier-01 |~ ]
Application Profile: s| ‘Weh-01-Profile | - ]

Figure 79 — VIP creation

Update the Distributed Firewall rules to allow Load Balancer-to-Web
server communication

From NSX Home -> Firewall, update the rule “Inter Web-Tier-01” with the IP@ of the Load Balancer
10.0.1.5:

Note: You have to add the IP@ of the load balancer because the Edge doesn’t have the VM Tools.

Mo. Hame Source Destination Senice Action Applied To

¥ Application-01 (Rule 1 - &) &P D‘" 7 %
External access mieh-Tier-01 [CHTTPS Allow mivieh-Tier-01

Figure 80 — Updated Distributed Firewall rules

Validate that the Server Pool is UP

From NSX Home -> NSX Edges, select the Logical Load Balancer and navigate to Manage -> Load
Balancer -> Pools, click Show Pool Statistics and validate the VIP is UP

Pool and Member Status @-

Pool Status and Statistics:
Foaol I Hame Status

poal-1 Pool-ieh-Tier-01 LIP

Wember Status and Statistics:

Mame ipAddress Status hdember 0
weh-01 10.0.1.11 UF member-3
weh-02 100112 R member-4

Figure 81 — Server Pool status
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Create a one-to-one NAT rule on the External Edge Router (for traffic
initiated from external to load balancer)

1. Add NAT IP address to Centralized Router external interface

From NSX Home -> NSX Edges, select the Logical Centralized Router and navigate to Manage ->

Settings -> Interfaces, click Edit External interface and add IP address 20.20.20.4

Assigned IP Addresses: External

List of IP Addresses assigned to External

IF Address Subnet Prefix Length
20200202 24

(120 ]
20.20.20.4

Figure 82 — NAT IP address on External interface for VIP

2. Configure one-to-one NAT:
Navigate to Manage -> NAT, Add DNAT and Publish change

' Edit DNAT Rule () b
spplied On: [E}dernal | - ]
Original IPIRange: * | 20.20.20.4 |
Frotocol: [any | - ]
Qriginal PorfRange: |any | -

|
Translated IPIRange: = 10.0.1.5 |
|

Translated PartRange: | any -
Description: DNAT for VIP Weh-Tier-01
[] Enabled

[] Enable logging

[ oK H Cancel

Figure 83 — DNAT configuration for VIP
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Check that external network hosts can communicate to VIP

root@VM-Internet:“# curl -k http 0.4/

. been added,

Figure 84 — HTTPS access to VIP from external

Below, we depict the VM traffic flow in the fabric.

104045
T => 10.0.1.11(http) 1Coad Balancer!

I (Edge)

a0 @

vDS-ComputeA

CompA

192.168.12.31 =>192.168.12.21
(VXLAN encap [10.10.1.5=> 10.0.1.11 (kttp))

192.168.20.0/24

20.20.20.0/24

192.168.12.32=>192.168.12.31
(VXLAN encap [External => 10.10.1.5 (https)]

External

_______ New elements

Figure 85 — Load Balancer traffic flow
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Getting Help and More Information

NSX-v Documentation

In addition to this document, you can read the following documents for help setting up NSX-v. All are
available from https://www-stage.vmware.com/support/pubs/nsx_pubs.html:

NSX for vSphere Installation and Upgrade Guide
NSX for vSphere Administration Guide

NSX for vSphere API Reference Guide

NSX for vSphere Command Line Interface Reference

Contacting the NSX Technical Services Team
You can reach the NSX technical services team at http://www.vmware.com/support.html.
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