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EXECUTIVE SUMMARY 
The efforts of this VMware NSX DMZ Anywhere (DMZ Anywhere) benchmark augment the 2016 

benchmark on micro-segmentation, titled VMware NSX Micro-Segmentation Cybersecurity Benchmark – A 

Micro-Audit of NSX Threat Mitigation Effectiveness. To broaden the micro-segmentation capabilities 

identified in the previous benchmark, Coalfire Systems, Inc. (Coalfire) tested the ability to utilize VMware 

NSX in support of security policy enforcement, network segmentation, and network visibility requirements 

necessary for DMZ implementations. Furthermore, the satisfaction of these requirements support VMware 

DMZ Anywhere.  

VMware’s DMZ Anywhere concept takes DMZ security principles and decouples them from traditional 

physical network and compute infrastructure to maximize security and visibility in a manner that is more 

scalable and efficient. Coalfire’s testing of how VMware enables a DMZ Anywhere architecture included 

the use of VMware vSphere with VMware NSX for vSphere software-defined network constructs (NSX 

logical switch, NSX logical router, NSX Edge Services Gateway (ESG), NSX Edge, NSX Distributed Firewall 

(DFW), and traffic steering with service insertion partners Palo Alto Networks, Inc. (Palo Alto Networks) and 

Check Point Software Technologies Ltd. (Check Point). Coalfire also examined the capabilities of VMware 

NSX Application Rule Manager and VMware NSX Endpoint Monitoring tools to provide visibility of the 

software-defined network for facilitation of policy enforcement and DFW rule creation. 

CO ALFIRE OPINION 

The following highlights Coalfire’s opinion formed from the results of the testing efforts: 

1. VMware NSX DFW can provide significant and real protections against intra-segment east-west 

threats and in inter-segment north-south DMZ transfers between tiers of the tested Windows and 

Linux three-tier workloads. 

2. VMware NSX capability to support network segmentation, policy-based controls, nested security 

group constructs, tight integration with VMware objects/meta-data, and the completeness/utility of 

NSX tools (Application Rule Manager and Endpoint Monitoring) satisfy NIST SP 800-125B 

requirements. 

3. VMware NSX Application Rule Manager and Endpoint Monitoring confirm a support path for the 

deployment of a Zero Trust network security implementation that can be realized with NSX 

software-defined networking for DMZs. 

4. VMware NSX service insertion and traffic steering with technology partner, Palo Alto Networks’ 

next-generation firewall can support Layer 4 - Layer 7 threat mitigation in Layer 2 and Layer 3 DMZ 

designs. 

5. VMware NSX service insertion and traffic steering with technology partner, Check Point’s next 

generation firewall can support Layer 4 – Layer 7 threat mitigation in Layer 2 and Layer 3 DMZ 

designs. 

These combined capabilities help to facilitate the security and visibility necessary for the protection of assets 

in a DMZ.  The granularity and scalability of security control along with visibility to data flows in support of 

operational planning and responsiveness for the software-defined data center makes enabling a DMZ 

Anywhere architecture possible. 
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INTRODUCING DMZ ANYWHERE AND VMWARE NSX 
In computing terms, a DMZ or demilitarized zone (perimeter network) is a physical or logical subnetwork 

that sits between an untrusted network, such as the Internet, and an organization’s trusted network.  The 

purpose of a DMZ is to provide an additional layer of security to an organization’s local area network (LAN).  

It acts as an intermediary that borders a trusted network and an untrusted network.  The concept of a DMZ 

in computing terms is derived from a military definition. 

In military terms, a DMZ is an area in which treaties between nations, military powers, or contending groups 

forbid military installations, activities, or personnel.  A DMZ lies along an established frontier or boundary 

between two or more military powers or alliances.  For the treaty to be successfully maintained, the DMZ 

must provide maximum security and visibility.  This zone requires constant vigilance to monitor for actions 

that would violate the agreement. 

For computer networks, a DMZ is typically secured by one or more firewalls.  The placement of firewalls 

along the DMZ can vary, but traditionally are purposed as a sentry to control access.  Most commonly, a 

firewall is placed between the DMZ and the untrusted network and brokers traffic into and out of the DMZ 

to and from the Internet as well as into and out of the trusted network from the DMZ.  In some traditional 

configurations, an additional firewall or set of firewalls may be placed between the boundary of the DMZ 

and the trusted internal network zone.   

The challenge with traditional methods of securing borders is that the firewall or sentry typically protects a 

single location along the frontier.  This can leave gaps in visibility and security for the detection of intrusion 

and/or exfiltration attempts.  Where typical DMZ protection configurations traditionally monitor the ingress 

and egress at the perimeters, they lack security capabilities of controlling lateral movements on the inside. 

This model assumes that the enemy exists only on the outside of the network.  As in geopolitics, spies or 

infiltrators have the potential to be everywhere in the network and present a possible persistent threat to 

ongoing security. To successfully monitor all activities, both at the border and inside the DMZ, the security 

solution must be able to scale to provide boundary protections along the border as well as for every device 

individually in the DMZ as well as the secure network.  This may present a challenge to many organizations 

due to the complexity and cost associated with such a deployment using traditional hardware based 

approaches.   

A DMZ Anywhere architecture enabled by VMware NSX provides a relatively efficient and cost effective 

means to support a scaled-out implementation of DMZ such that maximum visibility and security can be 

achieved both at an organization’s segmentation perimeter and through enabling application specific 

perimeters for each virtual device.   

VMW ARE NSX 

Widespread adoption of x86 virtualization technology has become the standard for modern data centers 

since the introduction of the VMware® Virtual Platform™ in 1999. VMware’s evolution of this product 

through seven major revisions has brought a wealth of true data center functionality built around the core 

of vSphere-inspired technology. 

VMware NSX is VMware’s network virtualization platform and augments the powerful network virtualization 

platform of ESXi vSwitch and distributed vSwitch virtual networking stacks. It is designed to deliver granular 

security, network orchestration, and operational instrumentation with scale-out performance for legacy 

environments, as well as new microservices, container, and cloud architectures. The feature set of NSX 

includes hypervisor-resident distributed firewall, distributed logical switching, distributed router, edge 

gateway, virtual private networking, load-balancing, and VLAN and physical network bridging components 
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– all constructed to satisfy the protection of every flow inside the software-defined data center and to 

facilitate initial segmentation all the way to a true Zero Trust architecture. 

The Zero Trust architecture was introduced by analyst firm Forrester Research as an alternative approach 

to IT security architecture. Conventional security models assume that everything on the inside of an 

organization’s network can be trusted, whereas the Zero Trust model assumes the opposite: that nothing 

can be trusted and everything should be verified. The Zero Trust model for IT security is a principle that 

addresses the increased sophistication of network attacks and insider threats. Rather than simply placing 

firewalls at the edge of the organization’s network to prevent attacks from external networks, the Zero Trust 

model looks at ways to better control and manage network traffic within the organization’s network. The 

intent is that, for each system in an organizations network, trust of the underlying network is completely 

removed. To do this, organizations can define perimeters within the network to limit the possibility of lateral 

(east-west) movement of an attacker. Implementation of a Zero Trust model of IT security with traditional 

network security solutions designed primarily to protect the organization’s edge can be costly and complex. 

Moreover, the lack of visibility for the organization’s internal networks can slow down implementation of a 

Zero Trust architecture and possibly leave gaps that may only be discovered during a breach. Additionally, 

internal perimeters may have granularity down to a VLAN or subnet, as is common with many traditional 

DMZs. More current network and security technologies such as VMware NSX provide solutions that allow 

for centralized management of distributed and software-defined network components that can directly place 

security policies at the individual workload level, attached to the virtual network interface card (vNIC) of 

each virtual machine. This granularity of segmentation is called micro-segmentation. Intrinsic tools such as 

NSX Application Rule Manager and Endpoint Monitoring, CLI, traceflow, SPAN, and IPFIX are positioned 

to troubleshoot and monitor the infrastructure. Dynamic security policies using VMware vCenter objects 

and tags, OS typing, and Microsoft Active Directory roles enable robust and flexible security enforcement. 

Figure 1 depicts many of the network and security services available from NSX. Figure 1 depicts many of 

the available network and security services provided by VMware NSX. 

 

Figure 1: NSX Network and Security Services 
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The key that allows NSX to make a Zero Trust model real in an actual network is its native support for 

micro-segmentation. Micro-segmentation is an often-misused term and is in jeopardy of becoming 

marketing jargon. It does have a specific definition per VMware, based on the combination of the following 

six capabilities: 

Distributed stateful firewalling for topology agnostic segmentation – Reducing the attack 

surface within the data center perimeter through distributed stateful firewalling and ALGs 

(Application Level Gateway) on a per-workload granularity regardless of the underlying L2 network 

topology (i.e. possible on either logical network overlays or underlying VLANs). 

Centralized ubiquitous policy control of distributed services – Enabling the ability to 

programmatically create and provision security policies through a RESTful API or integrated cloud 

management platform (CMP). 

Granular unit-level controls implemented by high-level policy objects – Enabling the ability to 

utilize security groups for object-based policy application and creating granular application level 

controls not dependent on network constructs (i.e. security groups can use dynamic constructs 

such as OS type, VM name, or static constructs such active directory groups, logical switches, 

VMs, port groups, IP sets, etc.). Each application can now have its own security perimeter without 

relying on VLANs. See the DFW Policy Rules Whitepaper for more information. 

Logical Network overlay-based isolation and segmentation – Logical network overlay-based 

isolation and segmentation that can span across racks or data centers regardless of the underlying 

network hardware, enabling centrally managed multi-data center security policies with up to 16 

million overlay-based segments per fabric. 

Policy-driven unit-level service insertion and traffic steering – Enabling integration with third-

party solutions for advanced IDS/IPS, application firewall, and guest introspection capabilities. 

Traffic visibility for virtualized DMZ network – Application Rule Manager supports Zero Trust 

networks by allowing administrators to create rules based on analysis of the application’s network 

traffic. Flow data is specific down to the vNIC of the virtual machine. Endpoint Monitor allows for 

granular analysis of network communication specific to the file, binary, or executable generating 

the network traffic.  

These capabilities make VMware NSX an ideal candidate for a Zero Trust DMZ placed on any host and 

applied to any virtual machine within vCenter.  

RECAP OF NIST SPECIAL P UBLICATION 800 -125B 
RECOMMENDATIONS 

Emerging cybersecurity standards, such as those being developed by the National Institute of Standards 

and Technology (NIST – the U.S. federal technology agency responsible for applied standards for 

technology and measurement), are contributing to an emerging global consensus on information security, 

particularly regarding virtualized infrastructures. In NIST Special Publication 800-125B, titled Secure Virtual 

Network Configuration for Virtual Machine (VM) Protection, the Institute makes four recommendations for 

securing virtualized workloads, found in Section 4.4 of their guidance: 

VM-FW-R1: In virtualized environments with VMs running delay-sensitive applications, virtual 
firewalls should be deployed for traffic flow control instead of physical firewalls, because in the 
latter case, there is latency involved in routing the virtual network traffic outside the virtualized 
host and back into the virtual network. 

https://blogs.vmware.com/networkvirtualization/2015/11/distributed-firewall-alg.html#.V0eFDL4rJE4
https://blogs.vmware.com/networkvirtualization/2015/11/distributed-firewall-alg.html#.V0eFDL4rJE4
https://communities.vmware.com/docs/DOC-36138
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VM-FW-R2: In virtualized environments with VMs running I/O intensive applications, kernel-based 
virtual firewalls should be deployed instead of subnet-level virtual firewalls, since kernel-based 
virtual firewalls perform packet processing in the kernel of the hypervisor at native hardware 
speeds. 

VM-FW-R3: For both subnet-level and kernel-based virtual firewalls, it is preferable if the firewall 
is integrated with a virtualization management platform rather than being accessible only through 
a standalone console. The former will enable easier provisioning of uniform firewall rules to 
multiple firewall instances, thus reducing the chances of configuration errors. 

VM-FW-R4: For both subnet-level and kernel-based virtual firewalls, it is preferable that the 
firewall supports rules using higher-level components or abstractions (e.g., security group) in 
addition to the basic 5-tuple (source/destination IP address, source/destination ports, protocol). 

OBJECTIVES OF THIS C O ALFIRE NSX MICRO -AUDIT  

Coalfire’s objective was to determine if VMware NSX can prevent east-west/north-south threats by 

performing a “micro-audit” using representative malware and kill-chain methods and scientifically 

measuring the results.  Testing focused on DMZ’s in a stand-alone configuration and when used in a service 

insertion scenario with Palo Alto Network and Check Point next generation firewalls. Coalfire’s testing of 

VMware NSX during this “micro-audit” intends to examine the form and function of NSX to determine the 

following: 

• Does segmentation, policy-based controls, nested service group constructs, tight integration with 

VMware objects/metadata, and the completeness/utility of tools (Application Rule Manager/ 

Endpoint Monitoring) of NSX satisfy NIST SP 800-125B recommendations? 

• Can NSX DMZ Anywhere provide significant and real distributed firewall protections against intra-

segment east-west threats and inter-segment DMZ transfers between tiers of a multi-tier workload? 

• Does the testing of NSX Application Rule Manager and Endpoint Monitoring confirm a relatively 

easy path to Zero Trust information security implementations that can be realized with for DMZs? 

• Does third-party service insertion with Palo Alto Networks and Check Point next-generation 

firewalls support L4 – L7 threat mitigation in the provided L2 and L3 DMZ designs? 

• Do the identified and tested capabilities of VMware NSX support the concept of NSX DMZ 

Anywhere. 

Based on the determination of these objectives, Coalfire will render an opinion on the potential suitability of 

VMware NSX to deliver effective security controls to real-world legacy and emerging virtualized software-

defined data centers in support of VMware’s DMZ Anywhere concept. 

OVERVIEW OF THE NSX “MICRO -AUDIT” ON 
EFFECTIVENESS FOR DMZ ANYWHERE THREAT 
MITIGATION 
Coalfire developed the following “micro-audit” methodology to perform testing on VMware NSX to determine 

answers to the objectives stated above. The output of the “micro-audit” was used for the formulation of 

Coalfire’s opinion. 

Coalfire’s methodology uses a series of specific network configuration patterns that aim to be representative 

of likely real-world network scenarios, which are typically found in customer VMware implementations.  
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The test platform included a complete integration of VMware NSX 6.3.2 for vSphere on vSphere 6.5.0. The 

environment included service virtual machines (SVMs) enabling native and third-party network and guest 

introspection, Edge Services Gateway (ESG), audit logging, L2 switch integration, logical routers, 

distributed logical routers, logical switches, NSX DFW, NSX tools, and other features. The NSX test-bed 

delivered the full feature-set for the product. 

The infrastructure management components for this environment included vCenter, NSX Manager, NSX 

Controllers, NSX Gateways, DNS Servers, directory service controllers, and such, all residing on the 

management and edge cluster. The NSX DFW is enabled in the hypervisor kernel as a vSphere Installation 

Bundle (VIB) package on all the VMware vSphere hosts that are part of the NSX domain. This includes the 

hosts in the compute clusters where the business application workload elements reside.   

Workload virtual machines were created and placed within the organizational workload cluster. These 

virtual machines were created under lab conditions to provide examples of: an exploited server/workstation 

based on Kali Linux (used to launch threats), OpenEMR and OpenMRS (multi-tier medical records 

application based on Windows and Linux respectively), and Windows 2008 R2 servers. These virtual 

machines were templated to facilitate rapid creation and deployment of test machines to populate the 

network design patterns used for testing. 

The OpenEMR and OpenMRS applications were chosen for this project due to the multi-tiered nature of 

the application, which includes a web component.  Increasingly, health service organizations are providing 

self-service access to patients to manage their individual medical profiles. This often requires a component 

of the application to be available publicly to provide patient access. This access benefits the patient in many 

ways while at the same time potentially increasing risk to sensitive personal health information.  To protect 

the application, DMZ’s are used to isolate the publicly-facing web components of an application from the 

internal application processing and database components.  Connections from the web component to the 

database component can be protected with a firewall to provide a choke point with minimal access granted 

necessary to support the function of the public web component.  Though critical vulnerabilities were not 

discovered with the deployed versions of OpenEMR or OpenMRS, the presence of the web component of 

this application adjacent to other unrelated and vulnerable web servers in the traditional DMZ put this 

application at risk.  The unrelated, vulnerable adjacent web server in the same DMZ can provide a foothold 

from which an attacker can pivot and gain access to more valuable assets.  During the attacker’s time in 

the DMZ, he or she may deploy any number of reconnaissance and attack options intended to provide the 

attacker with legitimate means to access an application host, gain greater access to an application data, 

and exfiltrate valuable information. 

For each network pattern tested, a “baseline” test was performed without network security controls or 

introspection services enabled. The purpose of the “baseline” test was to ensure that the exploit was 

successful without security controls in place. This both ensured that the target was vulnerable as planned 

and that the target could be acquired by the attacker without the presence of intervening controls and 

countermeasures.  

Once the “baseline” test was successful, the planned network security controls were implemented and the 

reconnaissance and exploit steps were again attempted. This process was repeated for each iteration of 

the design pattern until all design pattern testing was completed. 

For each test, screenshots were gathered as evidence showing the results from the perspective of the 

attacker as well as generated logs and flow data from the perspective of network security solutions. 
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Disclaimer: The “micro-audit” is not intended to be a specific regulatory compliance audit or assessment 

against the specifics of a regulation (PCI-DSS, HIPAA, SOC, FedRAMP, CJIS, etc.), but is intended to use 

penetration testing (aka “exploit”) methodologies to perform actual transactions and to validate the response 

of NSX acting on those transactions to mitigate the security threat, while also supporting normal application 

traffic. By no means is Coalfire performing exhaustive testing with these exploits nor conducting a 

comprehensive survey of all threat types. 

NETWORK DE SIGN P ATTERNS 

There are various architectural options for the network that exist for implementation of a DMZ Anywhere 

based architecture. These architectures utilize a variety of NSX constructs for the virtualized network 

including the use of the edge service gateway, distributed logical router, distributed firewall, and service 

insertion. These constructs can be deployed in varying degrees in a single vCenter implementation, multiple 

vCenter implementation, single or dual transit zones, and/or stretched multi-data center deployments. A 

key principle of the DMZ Anywhere concept is DMZs can reside on any vSphere host in any cluster in 

vCenter in support of enabling DMZ level security for any virtual machine on the cluster. How the NSX 

constructs are utilized to support an organization’s architecture will be guided by each organization’s 

specific requirements. The architecture options range from simply using NSX DFW and traffic steering with 

service insertion for advanced inspection services to combining NSX DFW, traffic steering and service 

insertion with multiple transit zones utilizing separate NSX Edge Services Gateways and NSX Distributed 

Logical Routers to further segment the network. As tested by Coalfire, the foundational elements of DMZ 

Anywhere, including micro-segmentation provided by the NSX DFW and traffic steering with service 

insertion, are applicable to a broad spectrum of architectures supported by VMware. 

The network design patterns used for testing a DMZ Anywhere architecture represent actual network 

configurations that are likely to be used in real-world deployment scenarios. The test cases used for this 

project and aligned with these network design patterns should be consistent with variations in design 

depending on each organization’s individual requirements. 

Baseline Design Pattern 

This pattern was used to validate, without security controls, the effectiveness of the planned steps in the 

kill-chain methodology. The kill-chain methodology describes the sequential steps an attacker typically 

takes starting with reconnaissance and ending with actions taken against a target or targets on the network. 

While the baseline pattern did make use of the distributed logical router to separate application tiers (web, 

application, and database) into separate network segments, the network was open without restriction 

between segments. The NSX ESG provides centralized firewalling policy at the L3 boundary as well as L3 

adjacencies from virtual to physical machines. Figure 2 illustrates the baseline pattern. 
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Figure 2: Baseline Pattern 

The figures that follow show the configuration of the web, application, and database tiers. Each respective 

tier is supported by a distributed logical router with a logical switch supplying virtual wires for the connected 

virtual machine. The virtual machines are placed on a virtual overlay network and assigned as a member 

of the respective VXLAN. Also noteworthy is that the logical switch for each of the segments, including the 

web (DMZ) segment, is distributed among the same hosts in the cluster and services by the same vCenter 

per the design shown in Figure 2. This distribution supports the concept of DMZ Anywhere and is especially 

important to the testing in this project. The workload virtual machines that make up the web tier (Web-Tier-

01), application tier (App-Tier-01), and database tier (DB-Tier-01) were used for testing the efficacy of the 

controls in patterns one and two illustrated later in this document. The web tier includes the compromised 

virtual machine named “Kali-Linux,” which is the source of the kill-chain methodology execution used for 

testing.  

The web tier is represented in this lab environment by VXLAN Segment ID 7002 with web tier assets being 

statically assigned IP addresses from the NSX distributed logical router provided 10.0.1.0/24 subnet. The 

application tier is represented in this lab environment VXLAN Segment ID 7001 with application tier assets 

being statically assigned IP addresses from the NSX distributed logical router provided 10.0.2.0/24 subnet. 

The database tier is represented in this lab environment by VXLAN Segment ID 7003 with database tier 

assets being statically assigned IP addresses from the NSX distributed logical router provided 10.0.3.0/24 

subnet.  
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Figure 3: Web Tier Basic Network Configuration 

 
Figure 4: Application Tier Basic Network Configuration 



VMware NSX DMZ Anywhere Cybersecurity Benchmark | White Paper      12 

 
Figure 5: Database Tier Basic Network Configuration 

Windows and Linux-based servers make up the virtual machines in the environment. The two applications 

in the environment, OpenMRS and OpenEMR, are purposed for use in the health services field for 

managing patient medical records. The installation of the applications was basic with minimal dummy data 

provided for testing. Additional servers were placed in various segments throughout the environment to 

represent additional applications or services that may exist in a normal business environment.  

The Windows and Linux built-in host-based firewalls have been configured to trust communication from 

internal hosts on the network. The purpose of this was to allow testing to focus primarily on the showcased 

solution for this project.  

Pattern 1 with Distributed Firewall (DFW) and Distributed Logical Router 

(DLR) 

As in the control pattern, the distributed logical router places each of the tiers (web, application, and 

database) onto their own network. Pattern 1, show in Figure 6, adds the NSX DFW to the workloads in each 

of the segments. The NSX DFW is configured to block communication between adjacent assets on each 

tier. For example, each web server on the web tier is unable to communicate with adjacent web servers on 

the same tier. This is accomplished by design with the DFW policy set to restrict communication. 

Communication is allowed across tiers going from web to application and application to database, for 

instance, with specific ports permitted necessary to support the application’s designed function. 
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Figure 6: Pattern 1 - Distributed Firewall and Distributed Logical Router 

The following narrative and figures describe the configuration of the DFW with the associated rules to 

support the design pattern. The DFW design for OpenEMR is being used as an example; however, similar 

rulesets can be created for each application uniquely. For OpenEMR, the rules were primarily created using 

Application Rule Manager. The use of Application Rule Manager will be discussed in greater detail later in 

this report. 

Servers were organized into security groups, shown in Figure 7, representing the server function for the 

application and named per function: Web, App, and DB. The security groups were constructed in such a 

way to support dynamic membership of virtual machines. This helps to ensure coverage of security policies 

for new virtual machines that meet the criteria for inclusion. In the case of this implementation, the naming 

convention for the virtual machines dictated the inclusion of the server in the security group. The Kali-Linux 

server was an exception for the Web security group and was added manually for testing purposes. 

 

Figure 7: NSX Network Security Groups 
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This allowed security policies to be created and applied to all members of the associated security group. In 

support of the design, explicit rules were created to block traffic between the virtual machines within a 

common security group. As an example, there is a policy to block any service from web to web and is 

applied to the DFW. A similar rule is created for the application tier and for the database tier. This is 

illustrated in Figure 6, with the stop sign and the red arrows indicating that communication between the 

servers in a single tier is denied. Figure 8 shows the firewall rule set as created in the NSX management 

console. In this example, an explicit policy was used to illustrate the ability to block communication to 

adjacent members of the same security group and applied to the application rule set. It is also possible that 

an overarching default deny all policy could have been set to accomplish the same objective. 

 

Figure 8: Security Policy Distributed Firewall Ruleset for OpenEMR 

Additional security policies are created to permit specific services to communicate from the web to the 

application tier and from the web to the database tier. The necessary services to support application 

functionality were discovered during an Application Rule Manager session setup for OpenEMR. Application 

Rule Manager was used to create relevant firewall rules to permit the supported communication.  

Rule Creation with NSX Application Rule Manager 

As part of the evaluation of the effectiveness of NSX to support a DMZ Anywhere architecture, Coalfire 

evaluated a couple of NSX tools that are useful for providing visibility of network communications to facilitate 

the creation of firewall rules to enable proper application function, while limiting the surface area of attack 

by blocking unnecessary services. These tools are Application Rule Manager and Endpoint Monitoring. 

Application Rule Manager allows the user to monitor the flow between assets that make up an application 

to identify the necessary communication required between the assets. It will also pick up any extraneous 

communications of a system’s OS as seen during testing regarding Microsoft Bing bots that were on the 

server communicating back to various Microsoft services on the Internet. Research should be done 

regarding discovered connections to determine which are legitimately related to and required for application 

functionality and which can be shut down as part of system hardening. The communication can either be 

blocked at the network by denying the undesirable traffic or can be restricted on the system by disabling 

unnecessary services or removing unnecessary components. The Application Rule Manager tool allows for 

creation of firewall rules in support of network hardening provided through the visibility of network flows. 

The following figures outline the use of Application Rule Manager. 
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Figure 9: NSX Tools – Flow Monitoring 

 

Figure 10: Starting a New Application Rule Manager Session 

For this session, Coalfire looked at communication between the OpenEMR assets. For OpenEMR, there is 

a web server and a database server. Since the server virtual machine were named using a naming 

convention with attributes of the name based on the application name, Coalfire filtered on the application 

name. The user can select the virtual machines, inclusive of all vNICs attached to the virtual machine, or 

the individual vNICs to add to the Flow Monitoring session. 
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Figure 11: Selection of Virtual Machines for Application Rule Manager 

The Application Rule Manager session will collect data for a period determined by the user. The length of 

time given by the user for the collection of data should be sufficient to capture the full cycle of 

communication for the evaluated application. 

 

Figure 12: Application Rule Manager Collecting Data 
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While the session is running, the flow details can be observed as they are discovered. If this is a greenfield 

application to the organization, it may be helpful to walk the application through its normal business cycle 

to collect all pertinent data flow information. Once satisfied with the collected data, stop the collection and 

then analyze the collected data as shown in Figure 13.  

 

Figure 13: Intuitive Interface for Managing the Session 

Application Rule Manager will analyze the collected data as shown in Figure 14. Once complete, the status 

will change from “Analyzing Data” to “Analysis Complete.” 

 

Figure 14: Analyzing Collected Data 

Once the analysis is complete, the data flows for the application can be reviewed as depicted in Figure 15. 

 

Figure 15: Visualization of Network Flows 

1 

2
w 
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For this session, Application Rule Manager found ten (10) data flows for the two application sources: 

iademr-db-01a and iademr-web-01a. Clicking on a source will reveal the vNICs of the virtual machines that 

were chosen. There are two available views, a processed view and a consolidated view. The output of 

Application Rule Manager shows the direction of the traffic, the source of the traffic, the destination of the 

traffic, and the represented services that were used in the flow. Services are identified based on the service 

definition in the NSX database. Custom services and service groups can be created for unresolved 

services, where Application Rule Manager only provides the network port associated with the discovered 

data flow. 

The example in Figure 16Figure 16: Service Details shows the database server communicating outbound 

over UDP 123 for “NTP Time Server” and “NTP” services. To determine if the communication is necessary 

for the function of the application, DNS reverse lookup may need to be performed to resolve the IP address 

discovered by Application Rule Manager. In the above example, 52.179.17.38 resolves to 

time.microsoft.com. If this supports the organization’s NTP configuration policy, then a firewall rule allowing 

this communication may be necessary as the firewall ruleset for the application is created. 

 

Figure 16: Service Details 

 

From this view, NSX security groups can be created containing the source and destination virtual machines. 

Discovered source and destinations IPs and hosts can be added to existing security groups, IP sets can be 

created for unresolved external and internal IPs to help Flow Monitoring resolve them for future sessions 

and analysis, or unresolved IP addresses can be added to an existing IP set. 

Note: For the discovered data flows in Figure 16, many of the outbound transmissions are to 

addresses owned by Microsoft. Additional investigation revealed that these flows included 

outbound communication for NTP, Windows update services, and other services. Coalfire also 

found that the servers were quite communicative with Bing, which indicates the probable presence 

of Windows embedded bots or services. Depending on the organization’s policies or regulatory 

requirements, internal servers may be limited in their outbound communication. It is useful to 

compare the findings against organizational policies regarding supported outbound 

communications to ensure that the servers are compliant with organizational standards.  

The provided visibility along with the ability to directly create firewall rules with Application Rule Manager 

can be useful to support compliance with organizational policies. 
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Some ports may not be unique to the service that the application is using and may resolve to multiple 

service definitions listed in NSX database. In this case, it is helpful to understand the application and resolve 

the service to align it with how the application is using the port. For instance, the previous screenshot shows 

that the web server communicates with the database server. Application Rule Manager lists five (5) services 

to which port TCP 3306 resolves in NSX service definitions. Understanding the architecture of the 

application and that the destination server is running MySQL, the user can resolve TCP 3306 to MySQL. 

This will resolve properly in future Application Rule Manager sessions. As the traffic flows are more defined, 

it becomes easier to see anomalies or discordant traffic within the system. 

 

Figure 17: Aligning Communication Flow with Service Definition 

The process of identifying the assets and the communication endpoints going outbound and coming 

inbound may be tedious; however, monitoring the flows within the network provides visibility to the active 

network communication that should be useful for hardening the network in support of the application. By 

narrowing down approved ports and creating firewall rules that support this communication, the surface 

area for attack can be reduced, which also translates into reduction in risk. 

For IPs that provide services for multiple systems, it will be helpful to identify an IP set. The example in 

Figure 18 shows an unresolved IP of 172.24.16.25. Knowledge of the environment and/or a little 

investigation helps to know that this is a DNS server in the environment. To support visibility and translation 

for future Application Rule Manager sessions, a IP set can be created that includes this and other IP 

addresses associated as DNS servers for the environment. The process to set up an IP set is depicted in 

Figure 18 through Figure 20.  



VMware NSX DMZ Anywhere Cybersecurity Benchmark | White Paper      20 

 

Figure 18: Assigning Unresolved IP to an IP Set 

 

Figure 19:Creating a New IP Set 

Having resolved the server to a specific security group and having decided to allow the security group to 

communicate outbound to the DNS servers using DNS service UDP 53, the example in Figure 20 shows 

that the web server iademr-web-01a was assigned to an NSX Security Group named “Web” and the DNS 

server IP address is resolved to an IP set. The specific port definition for the discovered communication 

has been identified as a UDP port supporting DNS service.  

 

Figure 20: Resolved Communication in Flow Monitoring 

Next, highlighting the desired flow and clicking the “Actions” icon reveals a menu where Create Firewall 

Rule can be selected to create a new firewall rule applicable to the discovered flow as shown in Figure 21. 

 

Figure 21: Create New Firewall Rule 
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The descriptive name for the firewall rule, the source, destination, service, and component that the rule will 

apply to are automatically populated from the information collected during the monitoring session. If desired, 

additional sources, destinations, or services can be added. The rule will apply to the vNICs of the Application 

Rule Manager discovered sources by default. How the firewall rule is applied can be modified to align with 

the organization’s standard. Finally, an action can be created to Allow, Block, or Reject the specified traffic 

and the direction of traffic for the rule can be specified. 

 

Figure 22: Create Firewall Rule 

Once the firewall rule is created, the user can view the firewall rules created by Application Rule Manager 

by clicking on the “Firewall rules” tab. The firewall rules can be grouped appropriately based on the purpose 

of the rule; in this way, an application rule set can be created for the specific application inclusive of all rules 

pertinent to the requirements of the application. Figure 23 depicts one of the rules created for the application 

ruleset. 
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Figure 23: Firewall Rules Summary 

This process can be repeated for each discovered flow to complete the effort of narrowing down the 

approved access.  

Endpoint Monitoring 

Endpoint Monitoring is another NSX tool that lends itself to providing network visibility. Where Application 

Rule Manager allows the flow of component communications for the selected application assets, Endpoint 

Monitoring provides visibility for network communications for endpoint on the network either on an individual 

basis or as part of a security group. It provides granular detail down to the process on the virtual machine 

that is generating the flow. This allows the network or security administrator to identify possible threats and 

decide how to stop the threat.  The following figures outline the setup of Endpoint Monitoring in the NSX 

Management view in vCenter. 

 

Figure 24: Endpoint Monitoring Tool 

 

Figure 25: Data Collection 

Selecting “Start Collecting Data” as shown in Figure 25 will bring up data collection options for security 

groups. Select the security group for which data collection is desired, select a VM for which data collection 

is desired, and switch data collection to “ON as shown in Figure 26.”  
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Figure 26: Setup Data Collection 

Once satisfied with the data collection period, the collection of data can be stopped and the analysis process 

started. Once completed, the results will show the number of virtual machines running for the Endpoint 

Monitoring data collection and the number of processes on the virtual machine that generated traffic. It will 

also show the breakout of network flows within and outside a security group.  This is depicted in Figure 27. 
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Figure 27: Endpoint Monitoring Results 

The VM flows tab reveals the network flows from the endpoint to other endpoints. Figure 28 shows that 

there is a flow from the web server to the database server. There are also flows to external IP addresses 

and other internal unresolved IP addresses within the network.  

 

Figure 28: VM Flows 

The process flows tab will show the name of the process on the endpoint that is generating the 

communication flow. Highlighting one of the processes will show the targeted endpoint for the 

communication as shown in Figure 29. 
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Figure 29: Process Flow Detail 

Pattern 2 –  NSX DFW, DLR, and Service Insertion Provided by Service 

Insertion Partner Solutions 

Pattern 2 builds on the configuration performed for Pattern 1 such that it includes the stateful NSX DFW to 

deny east-west communication between adjacent assets on each segment. Likewise, NSX DFW authorizes 

communication between tiers for ports necessary to support normal application functionality. Pattern 2 adds 

an additional layer of protection by providing Layer 4 – Layer 7 inspection services for the authorized 

communication between application tiers. For Pattern 2, NSX is configured to route traffic from permitted 

ports traversing from one tier to another tier through the service insertion partner technology for deeper 

inspection of the packets. This goes beyond port authorization and blocking provided by NSX DFW to 

ensure that expected application traffic is being sent over the authorized ports. Moreover, the advanced 

inspection services use threat detection techniques to identify and block threats on the network. Coalfire 

tested NSX DFW with service insertion provided by two different VMware NSX partners: Check Point and 

Palo Alto Networks. Each test was performed independently.  
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Service Insertion Provided by Check Point 

This section outlines the integration and configuration of service insertion using Check Point with NSX. 

Figure 30 illustrates Pattern 2 using Check Point as the service insertion partner. 

 

Figure 30: Pattern 2 - DFW, DLR and Service Insertion 

Check Point was installed and configured in the infrastructure and Check Point vSEC Service virtual 

machines (SVMs) were deployed to each of the hosts in the workload cluster. Figure 31 shows the Check 

Point vSEC SVM successfully deployed and running in the NSX domain. 

 

Figure 31: Successful Check Point vSEC SVM Deployment 

NSX Service Composer is used to setup the network introspection services and to direct specified network 

traffic to the Check Point SVMs for advanced services inspection. The following screenshots show the setup 

of the security policy using service composer for the service insertion. This policy focused on the network 

introspection services and did not include any additional firewall rules or guest introspection services. The 

following figures depict setting up the security policy for enabling the network introspections services with 

Check Point.   
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Figure 32: Creating Security Policy for Network Introspection Services 

The policy is set to redirect to the service provided by Check Point. The “Service Name”, “Check Point 

vSEC Service”, is picked from the list of available services. The profile for Check Point includes Firewall, 

IDS, and IPS. The source or destination can either be set specifically or can more generically be assigned 

as “Policy’s Security Groups”. The policy’s security groups are assigned in a later step. Figure 33 shows 

this detail. Specific services were chosen for redirection to limit the redirected traffic to only that which was 

pertinent for the application traffic as defined in the previous steps when setting up NSX DFW rules for the 

application.  
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Figure 33: Setting Up the Network Introspection Service Rules 

Once the policy is created, it is applied to the security groups (“Web”, “App”, and “DB”) that were defined in 

the previous step. For testing, policies were created for service redirection for communication from Web to 

DB, Web to App, and DB to Web. The expectation is that only the select services require redirection as the 

NSX stateful DFW is blocking services for all other ports per the work performed and validated with Pattern 

1. Figure 34 illustrates a summary of Network Introspection Services rules created with Service Composer. 

 

Figure 34: Network Introspection Services Policies 
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The policy is then applied to the relevant security groups to enable the policy enforcement as depicted in 

Figure 35. 

 
Figure 35: Example Application of Policy to Security Groups 

Figure 36 shows how the policies appear in the NSX firewall ruleset as created by NSX Service Composer.  

 

Figure 36: NSX Firewall Policy Ruleset 

Finally, the rule used by Check Point, as shown in Figure 37, for advanced inspection was the basic default 

rule. While custom rules could be created and deployed to the Check Point vSEC SVM to specify source, 

destination, services, and actions, the default rule was sufficient to demonstrate the capabilities for this 

exercise. The Check Point SmartConsole was used for interaction with the Check Point Security 

Management Server for creation and modification of policies, for setup and deployment of vSEC SVMs to 

the environment, and for log analysis relative to the network redirection and inspection. 

 

Figure 37: Check Point Inspection Rule 
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Service Insertion Provided by Palo Alto Networks 

This section provides an overview of the integration and configuration of service insertion with Palo Alto 

Networks and NSX. Palo Alto Networks Panorama 8.0.4 was used for this benchmark testing. Figure 38 

depicts Pattern 2 using Palo Alto Networks solution as the service insertion partner technology. 

 

Figure 38: Pattern 2 - NSX DFW, DLR and Service Insertion from Palo Alto Networks 

For Palo Alto Networks, most of the configuration is performed in Panorama, the management and control 

component of the Palo Alto Networks solution. Device groups were created in the Panorama dashboard 

depicted in Figure 39; these device groups translate to network security groups in NSX. A device group 

was created for each of the application tiers (web, application, and database). 

 

Figure 39: NSX Device Groups 

As in the NSX security group, dynamic device groups were setup. The membership of the device group 

was determined dynamically where the virtual machines were automatically added when matched to the 

specified criteria. Figure 40 shows the construct of the device groups where the server name was used as 

determining criteria for membership. 



VMware NSX DMZ Anywhere Cybersecurity Benchmark | White Paper      31 

 

Figure 40: Device Group Creation in Panorama 

These device groups appear as NSX Security Groups on the NSX dashboard. Figure 41 shows the device 

groups and their resulting membership. In this case, the device groups were populated with virtual machines 

that matched the criteria where either “web”, “app”, or “db” was in the virtual machine name. “Kali” was 

added as an additional criteria matching the virtual machine name. 

 

Figure 41: Palo Alto Networks Device Groups Shown as NSX Security Groups 

In the Panorama dashboard, security policies were created for the redirection of traffic between network 

segments. The example screenshots below show the creation of a policy for the flow of traffic from the web 

tier to the database tier. Additional policies were also setup for communication between the web and 

application tiers and from the database to web tier.  

A descriptive name was given for the security policy rule created in Panorama. The “Rule Type” was 

selected from the drop-down list and set to “Intrazone (Devices with PAN-OS 6.1 or later)” as shown in 

Figure 42. 
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Figure 42: Setup Security Policy Rule – General Tab 

On the “Source” tab, the Palo Alto Networks profile was chosen as the source zone while the “Web-Servers” 

security group created in the previous step was chosen as the source addresses. This is inclusive of all 

addresses that make up that security group. 

 

Figure 43: Source 

The Palo Alto Networks profile was also chosen as the destination zone. For this policy, the “DB-Servers” 

security group or device group was selected for the destination address. 

 

Figure 44: Destination 
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Finally, actions were chosen to determine what course the Palo Alto Networks SVM should take with the 

inspected traffic. For this example, “Allow” has been chosen where sessions will be logged and Panorama 

will be collecting and storing the logs. “Vulnerability Protection” includes all available vulnerability protection 

measures available with Palo Alto Networks at the given time. 

 

Figure 45: Policy Actions 

The target for the policy, as shown in Figure 46, shows that the policy will be pushed to all the available 

SVMs that have been distributed to the hosts in the compute cluster. 

 

Figure 46: Target for Policy 
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Figure 47 shows the rules that were created for the testing. There is a rule for communication from web to 

database, from web to application, and from database to web. The summary of the rules shows the source 

and destination addresses, the application ports and protocols selected, the allowed services, the action to 

be taken, and the Palo Alto Networks security profile to be applied.  

 

Figure 47: Summary Rule Set 

Figure 48 shows how the ruleset from Figure 47 is depicted on the NSX console. Additional configuration 

can be performed from the NSX console where certain services are specified for redirection, rather than 

the default “any”.  

 

Figure 48: Palo Alto Network Ruleset in NSX Console 

Pattern 3: NSX DFW and Traffic Steering  to Service Insertion Partner 

Solutions 

Pattern 3 removes the VXLAN overlay provided by the distributed logical router. This pattern maintains the 

NSX DFW and utilizes the traffic steering from NSX to direct specified cross tier traffic to a L4 – L7 advanced 

network inspection service. In this case, the network segmentation may be provided by the physical network 

using traditional VLANs where VLAN tagging is enabled on the vSphere Distributed vSwitch. Alternatively, 

utilizing the micro-segmentation capabilities of the NSX DFW, the network may also be a flat Layer 2 

network with isolation of virtual machines provided solely by the distributed firewall. The expected outcomes 

for Pattern 3 are like those of Pattern 2, utilizing the same control capabilities provided by VMware NSX 

and service insertion partner solutions. 

Service Insertion Provided by Palo Alto Networks 

See Pattern 2 Palo Alto Networks setup for details of the configuration of traffic steering to Palo Alto 

Networks SVMs for advanced services inspection. Figure 49 depicts Pattern 3 with traffic steering to service 

insertion partner Palo Alto Networks. 
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Figure 49: Pattern 3 - NSX DFW and Service Insertion Provided by Palo Alto Networks 

Services Insertion Provided by Check Point 

See Pattern 2 Check Point setup for details of the configuration of traffic steering to Check Point SVMs for 

advanced service inspection. Figure 50 depicts Pattern 3 with Check Point utilized for service insertion. 

 

Figure 50: Pattern 3 - NSX DFW and Service Insertion Provided by Check Point 

THRE AT S IMULATION METHODOLOG Y 

The examination and testing of VMware NSX DMZ Anywhere concept is based on simulated exploits that 

depict likely malware and virus behavior in actual production network scenarios. Much like the micro-

segmentation benchmark, Coalfire’s testing uses the Rapid 7 free-edition of Metasploit, running on Kali 

Linux Rolling deployed on a virtual machine in the test environment. The Kali Linux virtual machine performs 

the function of an exploited machine being used as a vector to attack other machines on the network and 

on adjacent networks. For the DMZ Anywhere testing, the Kali Linux Rolling VM was placed in a DMZ 

segment in the test environment.  
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Real-world attacks typically begin with a successful compromise of a vulnerable machine or user within the 

network. The successful exploit of the vulnerable machine is then followed with attack propagation to other 

machines that share the network of the exploited VM. The attacker will typically be looking for increasingly 

valuable targets on the network. In this testing, Coalfire wanted to illustrate representative attack types: 

• Zero-day Attacks are where maximum compromise of the target machine occurs. Maximum 

compromise gives the attacker complete machine access with full administrative rights. Coalfire 

chose Windows 2008 R2 with all service patches up to, but excluding, MS17-010. This allowed 

Coalfire to demonstrate an attack using the EternalBlue exploit that was released on April 14, 2017 

and used as part of the worldwide WannaCry ransomware attack on May 12, 2017 and followed by 

the NotPetya cyberattack in June 2017.  

• Browser Based Attacks exploit weaknesses in browser add-on security, using a fully patched 

Windows 2016 server. This is a relevant attack with the understanding that servers in an 

environment are often vulnerable to configuration errors or administrative errors. 

The exploit opportunities chosen for this exercise represent contemporary threats. While there are current 

security patches available to address the known vulnerabilities used for this testing, Coalfire believes that 

the exercise remains germane to the current threat landscape that exists worldwide. This is in part due to 

the profusion of under patched systems that exist globally today as has been illustrated in recent publicized 

attacks. While any organization can certainly claim the thoroughness of their patching strategy to mitigate 

security vulnerabilities that represent imminent threats, no organization can be fully prepared for what has 

yet been discovered. Therefore, Coalfire advocates for multiple layers of security for the protection of critical 

systems and data for checks and balances in support of risk reduction. 

The test methodology encompasses several traditional aspects of actual attack techniques used by 

autonomous threats and human-coordinated exploits. A brief review of the following cyber kill-chain diagram 

will help summarize Coalfire’s threat simulation methodology. 

 

Figure 51: Kill-Chain Methodology 
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Coalfire’s threat simulation focuses on an abbreviated attack scenario based on the Reconnaissance and 

Exploitation stages of the kill-chain. Specifically, Coalfire performed the following: 

• Reconnaissance via the use of db_nmap command from the Kali Linux Metasploit console. This 

was used to discover network objects that were within reach of the Kali Linux host located in the 

DMZ. The options used with db_nmap allowed for information to be gleaned about discovered 

devices on the network including: IP address, MAC address, OS, patch level, open network ports, 

and services listening on open ports.  

• Presume Weaponization and Delivery, with the Metasploit exploit scenario (see below) chose 

with knowledge of its lethality on the target machine(s). Metasploit exploit scenarios were chosen 

based on their availability and usability within the Metasploit Framework without requiring any 

additional scripting or modification.  

• Invoke Exploitation by running the attack with Metasploit Framework and observing the results via 

msfconsole. Successful exploitation is evident by Metasploit dropping into the command console 

of the targeted machine as in EternalBlue or other indication of delivery of lethal payload and 

ultimate remote shell access in the case of the Java ARA attack. 

• At this point, the attacker would abort the threat simulation with the expectation that subsequent 

Installation, Command and Control and Actions on Target events would follow an actual 

Exploitation. 

– For the EternalBlue attack, the attacker invoked several shell commands on the target including 

systeminfo as well as creation, modification, and deletion of files at the root of the system drive. 

Preparation and Reconnaissance  

In the exploitation scenarios, Coalfire is investigating the events through the manual use of the Metasploit 

Framework console, following the kill-chain methodology steps. The following screenshots were taken from 

baseline pattern testing. The expectation for reconnaissance for the baseline without network controls for 

the virtualized network is that all hosts on the network are discoverable. 

It was useful to provide a set of targets to the Metasploit Framework database that could be used with the 

Metasploit Framework console when executing exploits. This allowed the list of vulnerable hosts to be 

added as targets as a variable for the exploit script. The db_nmap utility provides similar functionality to 

nmap; however, it allows the discovered devices to be added to the Metasploit Framework database as a 

list of potential targets with a determined likelihood that the target is vulnerable to an available Metasploit 

Framework exploit. Before each exploit, Coalfire ran db_nmap -v -sV -A against each of the targeted 

subnets representing web, app and db. As this was white box testing, where Coalfire had transparent 

knowledge of the environment, infrastructure virtual machines in the environment, inclusive of designed 

vulnerabilities, the purpose of db_nmap was primarily to determine the effectiveness of boundary controls 

to block or limit access between hosts on the network. Figure 52 depicts a sample of results from the 

db_nmap scan with information on a discovered host in the web tier. 
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Figure 52: Sample Result from db_nmap Scan Against Targeted Subnet 

The following screenshots show query results of the Metasploit Framework database after running 

db_nmap. To ensure accurate results, the Metasploit Framework database was purged between each 

successive test. The first screenshot is a listing of discovered hosts including the IP address, MAC address, 

server name, OS, OS service pack level, and so forth. 

 

Figure 53: db_nmap Discovered Hosts 

An additional query provides a listing of open TCP ports for each of the discovered hosts in each of the 

subnets. 

Nmap scan report for 10.0.1.2 
Host is up (0.00044s latency). 
Not shown: 995 closed ports 
PORT    STATE SERVICE      VERSION 
80/tcp  open  http         Apache httpd 2.4.27 ((Win64) PHP/5.6.31 OpenSSL/1.0.2l) 
|_http-favicon: Unknown favicon MD5: 4EF9F480B52CD52B5831077127502FDE 
| http-methods:  
|_  Supported Methods: GET HEAD POST OPTIONS 
|_http-server-header: Apache/2.4.27 (Win64) PHP/5.6.31 OpenSSL/1.0.2l 
|_http-title:  Apache Haus Distribution Installation Test  
135/tcp open  msrpc        Microsoft Windows RPC 
139/tcp open  netbios-ssn  Microsoft Windows netbios-ssn 
443/tcp open  ssl/http     Apache httpd 2.4.27 ((Win64) PHP/5.6.31 OpenSSL/1.0.2l) 
| http-methods:  
|_  Supported Methods: GET HEAD POST OPTIONS 
|_http-server-header: Apache/2.4.27 (Win64) PHP/5.6.31 OpenSSL/1.0.2l 
|_http-title:  Apache Haus Distribution Installation Test  
| ssl-cert: Subject: organizationName=Apache Haus Distribution Test Certificate/stateOrProvinceName=Some-
State/countryName=DE 
| Issuer: organizationName=Apache Haus Distribution Test Certificate/stateOrProvinceName=Some-
State/countryName=DE 
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Figure 54: Open Ports on Web Subnet Hosts 

 

Figure 55: Open Ports on App Subnet Hosts 

 

Figure 56: Open Ports on DB Subnet Hosts 

Exploits/Weaponization 

Following reconnaissance, exploits were chosen and weaponized against the relevant targets. Two exploits 

were used for the testing. 

  



VMware NSX DMZ Anywhere Cybersecurity Benchmark | White Paper      40 

MS17-010 EternalBlue SMB Remote Windows Kernel Pool Corruption – CVE-2017-0144 

This exploit used by the U.S. National Security Agency was released as part of the toolkit by an online 

hacker group calling itself the Shadow Brokers. The exploit had been used for the WannaCry and NotPetya 

ransomware cyberattacks and was most recently used as part of the Retefe banking trojan. This exploit 

targets Windows Servers and workstations. In the present form, as part of the Metasploit Framework on 

Kali Linux Rolling, the exploit is written to target Windows Servers up to and including Windows 2008 R2 

Servers and Windows 7 workstations, not patched with MS17-010. Modifications of the script have been 

purported to be able to successfully attack Windows 2012 and Windows 2016 Servers and Windows 8 and 

10 workstation operating systems. 

This exploit allows for remote execution on the target machine with full administrator privileges. Using 

Metasploit Framework exploit/windows/smb/ms17_010_eternalblue, the target machine becomes 

completely available for hijacking and total domination. Coalfire chose this exploit to show the “worst-case” 

possibility that may be generated by a Zero-day exploit that has maximal impact, and uses a necessary 

service as its vector. In this exploit, the Kali Linux host acts as a compromised host on the network, in this 

case the DMZ. After reconnaissance, the attacker launches the exploit at other machines in the network as 

an attempt to pivot and gain access to more valuable information. Reference to this exploit can be found 

at: https://www.rapid7.com/db/modules/exploit/windows/smb/ms17_010_eternalblue. 

The attacker ran the exploit in msfconsole, set the remote host to be the IP address of the targeted virtual 

machine, and launched the exploit as shown in Figure 57. 

 

Figure 57: Launching the Attack 

  

https://www.rapid7.com/db/modules/exploit/windows/smb/ms17_010_eternalblue
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The script will retry as many times as was specified as a variable when setting up the attack. Once complete, 

msfconsole will connect the attacker to the command prompt of the targeted system as shown in Figure 58. 

 

Figure 58: Acquisition of Shell on the Target 

At this point, the attacker determines what access or authorization has been acquired on the system.  The 

level of access indicated in Figure 59 shows that the attacker has system account access. 

 

Figure 59: Verification of Access and Level of Access Obtained 

The attacker can run the systeminfo command to gather information about the targeted system. In this 

case, the command was used to verify the specified target against the known list of available targets. The 

targeted machine is pwnd and the attacker is free to complete the kill-chain, including searching for other 

machines reachable from this machine. Figure 60 depicts information about the exploited machine. 

 

Figure 60: Verification of Target 
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JRE Sandbox Escape - Browser-Based Java AtomicReferenceArray Type Violation Vulnerability – 
CVE-2012-0507  

This exploit targets Windows and Linux systems that use Java. It exploits the fact that 

AtomicReferenceArray uses the Unsafe class to store a reference in an array directly, which may violate 

the type safety if not used properly. This allows a way to escape the JRE sandbox and load additional 

classes to perform malicious operations. This is one of the most recognized and pervasive exposures found 

in 2012. Coalfire’s Java attack creates the deadly payload on the Kali Linux machine and sets it up as the 

host for delivery of the payload. Either an unwitting participant or malicious actor on the targeted machine 

allows for the deployment of the payload by browsing to a URL provided by the attacking host. The URL 

contains the poisonous Java JAR, which is then consumed by the client containing the vulnerable JSE/JRE 

and the following code escapes the JRE sandbox to do its business. Figure 61 depicts the initial setup of 

the attack where specific variables are set such as the attack host IP address and port number. 

 

Figure 61: Setting up the Attack 

Once the variables for the attack have been defined, the attacker can launch the exploit from msfconsole 

as shown in Figure 62. 

 

Figure 62: The Attacker Launches the Attack and Lays in Wait 

The targeted host in this case is the web server hosting OpenEMR with the IP address of 10.0.1.2. The 

unwitting participant either browses to, as in Figure 63, or, using some code insertion, connects to the URL 

provided by Coalfire’s attacking machine. The Kali Linux host in this case is on 10.0.1.200 and resides on 

the same subnet as the web targeted web server. 
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Figure 63: Connecting to the Attacker URL 

The Metasploit Framework console confirms the delivery of the lethal JAR by confirming the message 

“Sending Java AtomicReferenceArray Type Violation Vulnerability” and a generated JAR message as 

shown in Figure 64. In the testing, Coalfire did not execute the JAR as the delivery of the violation 

vulnerability was enough for the security solution to detect and block.  

 

Figure 64: Delivering the Poison Package 

The reference for this exploit is: 

https://www.rapid7.com/db/modules/exploit/multi/browser/java_atomicreferencearray.  

VALIDATION EXERCISES AND FINDINGS 
The process for validation of the efficacy for enabling a DMZ Anywhere using VMware NSX consisted of 

running the Kali Linux VM-based reconnaissance and exploits against the listed servers, in the 

configurations depicted in detail in the Network Design Patterns section above. The setup of the design 

pattern including relevant firewall policies, traffic steering policies, and advanced inspection policies is also 

detailed in the Network Design Patterns section above. After confirming exploit capability of all targeted 

hosts using the baseline pattern without NSX security network protection controls in place, Coalfire and 

VMware worked to setup each of the tested design patterns. Once configuration for a design pattern was 

complete, Coalfire ran the penetration tests to determine the capability to discover and exploit the targeted 

hosts. Coalfire collected and analyzed the results. Once the testing of a design pattern was complete, the 

Metasploit Framework database was cleared of all discovered hosts and the setup of the next design 

pattern commenced. The following will outline the results from each design pattern.  

P ATTERN 1  F INDINGS 

db_nmap was run to discover available hosts on the network. The attacker ran db_nmap against the three 

subnets representing web, application, and database tiers of the application, where web is analogous to 

the DMZ for this environment. The NSX DFW ruleset for Pattern 1 blocked communication between 

adjacent virtual machines in the DMZ.  

As expected, db_nmap failed to find any hosts in the web (DMZ) zone, indicating that the micro-

segmentation policies provided by the NSX DFW were successful in blocking east-west communications 

between adjacent virtual machines in the DMZ. Also, as expected, it discovered hosts in the application 

and database zones as policies existed to permit communication with the specified ports. The scan revealed 

that the only available ports were those specified with the DFW ruleset, whereas the baseline test without 

the DFW showed many more available ports on the discovered hosts.  

https://www.rapid7.com/db/modules/exploit/multi/browser/java_atomicreferencearray
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Figure 65 provides a listing of hosts available after the scan completed. It shows that the only host in the 

DMZ that was discovered was the scanning source, the Kali Linux machine. All other hosts existed in the 

permitted application and database zones.    

 

Figure 65: Discovered Hosts for Pattern 1 

Coalfire has determined that the DFW providing micro-segmentation to the DMZ virtual machines 

essentially isolates each virtual machine unto its own DMZ. Because communication between these virtual 

machines is determined to be unnecessary for the support of any application function, all adjacent virtual 

machines on the network segment and as part of the defined security group are considered untrusted. This 

is an effective control to prevent lateral east-west pivoting by an attacker. This can be useful where 

organizations place assets representing disparate organizational applications on the same DMZ. It would 

prevent an attacker from finding and gaining access to a more lucrative target on the network, assuming 

the attacker started the attack by owning a relatively easy target with lower security requirements in the 

DMZ.  

Over authorized DFW ports, the attacks against application and database zone assets were successful as 

in the baseline test. This is an expected result for which the addition of service insertion with an NSX partner 

application firewall and/or IPS in Pattern 2 and 3 is expected to mitigate. 

P ATTERN 2  AND 3  F IND INGS 

The results with Pattern 2 and 3 were similar given that both patterns utilized the NSX DFW with rules for 

service redirection to the service insertion partner technology for advanced inspection for increased security 

control.  While the communication between web and application and web and database tiers was permitted 

over specific ports, the inclusion of L4 - L7 inspection supports the Zero Trust model as it provided 

verification of the approved traffic. The use of the distributed logical router to establish network segments 

using overlay networks was the primary difference between patterns 2 and 3.  

Like Pattern 1, db_nmap, as expected, did not find adjacent hosts on the same tier. This capability to deny 

communication or discovery of hosts on the adjacent tier essentially isolates each host in the DMZ unto its 

own DMZ. This prevents attackers from being able to pivot to adjacent machines with the intent of finding 

more valuable targets on the network or vectors for which to access other network segments. Additionally, 

db_nmap was able to find hosts in the application and database zones with available ports per the 

configuration of the NSX DFW to allow application traffic to support the normal functioning of the 

applications as expected. However, unlike in Pattern 1, the attempted exploits were blocked by the service 

insertion partner technology in Pattern 2 and 3. 
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Service Insertion Provided by Check Point  

The attack component of the kill-chain is where the service redirection with inspection by the service 

insertion partner technology comes into play. For both simulated attacks, JavaARA and EternalBlue, Check 

Point could detect and block the attack as shown in the following figures. The malicious actor was not able 

to successful deploy the attack against the targeted virtual machine. 

The threat logs in Check Point SmartConsole revealed the detected threats.  The logs summary reveals 

the origination or source of the attack, the destination for the attack, the type of protection measure that 

was applied, and the attack name.  

 

Figure 66:Threat Logs in Check Point SmartConsole 

One could drill down to get greater detail about each logged entry in the threat log.  Figure 67 provides the 

details of the logged event for the JavaARA attack. Check Point provides additional information that would 

allow the network or security engineer to better understand the attack, including links to a Threat Wiki, 

remediation options for the attack, the industry reference or CVE code for the vulnerability, and more. 
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Figure 67: Detailed Log View in SmartConsole for JavaARA Attack 

In this instance, from the attacker’s perspective, the JAR did not successfully drop, which ultimately 

prevents the attacker from delivering the poisoned payload.  While the attacker may have been able to find 

the target machine through the discovery phase, attempts to successfully exploit the vulnerability were 

prevented.  
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Figure 68 shows one of the logs related to the EternalBlue exploit attempt.  In similar fashion, details about 

the attempted exploit can be further investigated where Check Point provides links and other information 

relative to the attack.  For this attack, the attacker was not able to execute the exploit against the target. 

 

Figure 68: Detailed Log View for MS17-010 in SmartConsole 

Coalfire determined that L4 – L7 inspection provided by Check Point was useful for supporting verification 

of network traffic over NSX DFW approved ports.  Where authorized communication between network 

segments included service redirection to Check Point SVMs, application traffic could be verified whereby 

malicious traffic could be detected and blocked.  The ability to apply service redirection policies to the 

security groups that were defined through the Application Rule Manager process allows for uniformity in 

coverage for the applicable security rules.  
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Service Insertion Provided by Palo Alto Networks 

The attack component of the kill-chain is where the service redirection with inspection by the service 

insertion partner technology comes into play. For both simulated attacks, JavaARA and EternalBlue, Palo 

Alto Networks could detect and block the attack as shown in the following figures. The malicious actor was 

not able to successful deploy the attack against the targeted virtual machine. 

Figure 69 shows the threat logs from Panorama that reveal the detected and blocked attack.  For visibility 

purposes in this document, the screenshot of the log entry has been split.  The log view shows the date 

and time of the attack, the detection type, the vulnerability that the attacker attempted to exploit, the security 

profile that was used to detect and block the attack, the source and destination of the attack, and the 

criticality of the event.  The logs show that the source IP is that of the Kali Linux machine.  While the attack 

began with the compromised insider connected to the URL of the attacker, the attacker was unable to drop 

the JAR on the target, which would allow the attacker to escape the sandbox to deliver the poisoned 

package. 

 

 

Figure 69: Logged Event in Panorama 
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Palo Alto Networks allows the network or security engineer to drill down to view the details of the log entry.  

Included in the detailed view, Figure 70, is a summary of related network traffic that lead up to the detection 

and blocking of the attack. 

 

Figure 70: Detailed Log View in Panorama for JavaARA Attack 

Figure 71 shows the logged entries in Panorama for the EternalBlue attack.  In this case, the attack is listed 

as informational and was logged for further review.  This is primarily due to the configuration options that 

were selected during the setup of the security rules.  Coalfire desired to capture the logged details of the 

carried-out attack and therefore did not specify an action beyond logging of the event. 

 

 

Figure 71: Logged Event in Panorama MS17-010 EternalBlue 
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The following figures provide detailed views of the log entries shown in Figure 71.   

 

Figure 72: Detailed Log View for MS17-010 EternalBlue 
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Figure 73: Detailed Log View in Panorama for MS17-010 EternalBlue 

Coalfire determined that L4 – L7 inspection provided by Palo Alto Networks was useful for supporting 

verification of network traffic over NSX DFW approved network ports.  Where authorized communication 

between network segments included service redirection to Palo Alto Networks SVMs, application traffic 

could be verified whereby malicious traffic could be detected and blocked.  The ability to dynamically apply 

service redirection policy to security groups allows for uniformity in application of the redirection rules. 
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CONCLUSION 
Coalfire performed testing as outlined by the objective of this project, analyzed the results and determined 

that the capabilities of VMware NSX support principles that are consistent with DMZ implementations, 

allowing for maximum security and visibility to the network containing DMZ workloads.  Moreover, the 

granularity and scalability of control provided by VMware NSX using micro-segmentation techniques 

provided the means to isolate any virtual machine on any host in the virtual data center. NSX Application 

Rule Manager and Endpoint Monitoring can provide visibility to the workload’s participation on the virtual 

network, such that firewall rules could be generated to permit only the necessary communications between 

endpoints to sustain the application’s function.  Firewall rules can be dynamically applied to vNIC(s) by way 

of the NSX DFW to individual virtual machines that meet assigned criteria as determined by security group 

construction. The NSX DFW allows for security policies to remain connected to the virtual machine 

wherever it may reside in the NSX domain. The combination NSX DFW with advanced security services 

provided by service insertion partners increases the possibility of a Zero Trust network security 

implementation. These combined capabilities support the principles of VMware’s DMZ Anywhere vision.    
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