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» A Brief review of the NFS protocol

» Characteristics of ESX NFS Client and VI3 NFS
Datastores

» Cost benefits of NFS VI3 Deployments
» Network Design with VI3 and NFS

» Configuring NAS & VI3

» Backup and Recovery

» NFS Performance

» BEA Implementation Profile



Brief Overview Of The NFS Protocol

» NFS Server
— Implements NFS daemon processes (nfsd) in order to make
data generically available to clients
— Administrator exports names and parameters of directories

i i i File Syst File Syst File System
» Jetc/exports configuration file and exports command -

— Server security-administration ensures that it can recognize NFS Server P Notwork
etwor

and approve validated clients |
» NFS Client
Requests access to exported data (with mount command) N

NFS Client NFS Client NFS Client NFS Client

— Responsible for establishing parameters of mount [mnt/fs Imntifs /mntifs  jmntfs
* Transport: TCP/UDP
» Error Handling: Hard / Soft / Interrupt
»  Write Size: 8k, 32k, etc.

File systems / directories are
exported to one or more NFS
using mount options (rw, ro,
root) to govern access.

» NFS Protocol
— Mature, standardized protocol as established in IETF RFCs 1094 1813 3530 (NFS v2, v3, v4)
— Stateless protocol means that there is no need to do state recovery after a client, server, or network
has become unavailable.
» Clients can be configured to retry 1/0 to non-responding mounts indefinitely
» Server can service requests as soon as it begins running.



VI3 NFS Implementation:

NetApp' | Client and Datastores

File systems / directories are
exported to all ESX servers in

» Client characteristics:

— N FSV3 File System (or dir) = Datastore cluster and mounted as one or

— Fixed Mount Options

more datastores. VMware virtual
disks (etc) are stored as files on

NFS server’s file system.

« TCP (retransmit only dropped packets)

 Block Size

— Ability to mount Read-Only datastores

o Useful for read-only point-in-time copies or
replication destination

» Datastores

. VMl_O.VMDRﬁ VMZ_O.VMDﬁ VM3_O.VMDﬁ
— 8 default, 32 maximum

— Mounted to /vmfs/volumes/datastore_name

— Persistent across reboots
- Dynamlc ReS|Z|ng VMI_1.VMDK VM2_1.VMDK | VM3_TVMDK |

— Leverages VMware NIC teaming / load balancing

for path management

NFS Server

;ESX Cluste

ESX Server
Ivmfs/datastore

ESX Server
Ivmfs/datastore

ESX Server
Ivmfs/datastore

Shared NFS Datastore

‘ VM1_1.VMDE

‘ VM2_1.VMDE

‘ VM3_1.VM%

 Virtual Machine 1 |

" Virtual Machine 2

“Virtual Machine 3

Note: The NFS client for datastore traffic is implemented at the VMKernel and is completely
different/separate from the service console NFS client. In the absence of NFS datastores, the service
console NFS client may be used to mount administrative exports containing application 1SOs.



NFS Use Cases With VI3

» ISO and Software Repository
— Handy way to access single repository from all ESX servers

» Backup Target
— ESX Ranger and similar used to backup VMFS to NFS

» Datastores containing VMs %

» Other uses out of scope of this talk
— Guest OS NFS client (in a VM) directly mounting NFS export
— Traditional backup server backing up to NFS disk pool



VI3 NFS Implementation:

NetApp' | Feature Support With VMs

» Shared datastores — YES

» VMotion — YES
— VMotion works with VM using VMDK on NFS datastore

— ISOs on NAS shares prevent VMotion failure due to HW CD-
ROM connected

» HA — YES

» DRS — YES

» VMware snapshots — YES
» VCB — NO



Features Of

NetApp' | An Enterprise-Class NAS Server

» The BASICS
— High Availability
— Advanced cost-effective RAID Protection (High performing RAID-6)
— Ability to resize (grow and shrink) datastores

» OPTIMIZING THE VALUE of NFS datastores
— Ability to thin provision datastores
— Storage (NFS server) based SnapShots of datastore
» Restore individual virtual machine files without network copy
* Restore datastores without network based data copy

» Ability to create writable snapshots which may be mounted as non read-
only datastores

— Storage (NFS server) based cloning of datastore or VM
» Ability to thin-provision clones
— Storage (NFS server) based remote replication (DR)
» Ability to create clones at replication destination
— Deduplication / Single-Instance Storage for primary and backup storage



Cost Benefits Of NFS With VI3

» Standard, ubiquitous Ethernet Infrastructure
— Switches
— NICs

» Less specialized training (you already know how to do
this!)

» Space optimization

— One less layer of file system needing space for metadata and free
space
— VMDKSs thin provision by default

» More flexible space management of datastores
— Thin provision datastore *
— Reclaim unused space by shrinking datastores *

* Not all NAS solutions can do this



VI3: Current Caveats With NFS Datastores

» As with VMDK in VMFS, MSCS between VMs or VM
and physical is not supported

» VMware Consolidated Backup works only with FCP or
ISCSI protocol

— Other ‘proxy’ backup options exist

» Maximum 32 NFS datastores
— Defaultis 8



VI3 Network Design: Best Practices

» Use Gigabit Ethernet (i.e. not 100Mb)

— 10GDbE available on Network Appliance storage today (consult
other vendors to determine their support)

» Build separate networks or VLANS
— VM network
— Storage
— VMotion

» Achieve port redundancy and better throughput with
NIC Teaming

— Etherchannel (= VIFs on NetApp)
— Match VMware load balancing and switch load balancing



VI3 Network Design:
Virtual Switches / Ports Groups

Hardware

Processars

Mermory

Starage (3C51, AN, and MFS)
v Mebworking

Storage Adapters

Metwork Adapters

Software

Licensed Features

DMS and Rouking

Virtual Machine StartupfShutdown
Security Profile

System Resource Allocation

Advanced Settings

Configuration

Networking

Virtual Switch: wSwitchi

Virtual Machine Part Group
= W Metwork,
Bl |3 virtual machines | YLAM ID *
LrxMF51
WinkFS1
WinMFS2

Sehrice Console Part
Service Console
wawif0 ; 10,41.77.53

Virtual Switch: wSwitchl

Whkermel Port
& Vikernel backend
192.1658.42.54

Service Console Part
i1 Service Console 1SC51
wewifl 1 192,165.42.53

Virtual Switch: wSwikchz

Uhkernel Port
"1 ymotion
192, 168.67.54

<

i 8o @

X

Refresh
Remove. .,
Pheysical Adapters
sBf wmnicl 1000 Full
oEF wmnicd 1000 Full
Remove. ..
Phiysical Adaptars
oEF vmnic4 1000 Full
oEF vmnic2 1000 Full
Remove, .,
Pheysical Adapters
oER vwmnics 1000 Full
oBF vmnic3 1000 Full

Add Metwarking. ..

Properties...

Properties...

Properties,..



VI3 Network Design For NFS:

NetApp' | Redundancy

» Switches may be
— Separate switches

— Stackable switches (allows multimode VIF between switches on
NetApp)

— Separate blades in a high-end switch (Cisco Catalyst, etc.)

VIF (Virtual Interface)
allows active-active
trunking between two
ethernet connections to
same switch

/ (etherchannel)

VIF (Virtual

\ Interface) allows
active-passive
trunking between
two or more ethernet

connections to
different switches

\ 7
\ ’
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\ ’
\ ’
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\ ’
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VI3 Network Design for NFS:

NetApp' | Load Balancing

VI3 IP storage networks leverage NIC Teaming and Load Balancing policies

« Originating virtual port ID: General| Secuty | Traffc Shaping  NIC Tesring |
— Choose uplink based on virtual port Foliy Exceplions
Load Balancing |Hout*uased on the originating virual port 1D j
- . ehwork Failower Detection: Route based on the originating virtual part 10
« IP Hash (Source-Destination IP): etwark FeloverDetect Routebased oniphosh,
H Watify Switches: Route based on source MAC hash
- ChOOSG u pl | n k based On R |:se explicit failover order j
source+destination IP of each packet '
Failower Order:
° SO u rce MAC HaS h gde::ct:arasc;i;t.iev::;d ﬁ:iﬂg%;e?agggﬁf:é Lrilsmpfrt group.  In a failover situation, standby
- Choose Up|lnk based Oﬂ SOUFCG MAC Mame Speed Metworks Move Up
ctive Adapters
address I:m'l:'licﬂn > 1000 Full 10.59.45.1-10.58.45.254 Mave Dovin
Standby Adapters
« Explicit Failover Order: Unused Adapters

— Always use the highest order uplink CRITICAL: Ensure that virtual switch and physical

switch use same load balancing algorithm :

NFS traffic uses single VMKernel IP
address per vSwitch / set of team NICs  Ex:IP Hash =Source /Dest IP

This means that a single uplink will be selected for ALL traffic with:
* Load balancing based only on source IP/MAC/Port

* Load balancing with source IP and a SINGLE DESTINATION IP

* Single datastore

However, a bit of planning—and the right NFS server—can solve the
problem of generating NFS traffic over multiple uplinks.



VI3 Network Design For NFS:

Load Balancing (cont)

» Network Configuration

— Single NFS server, separate physical networks

« This will require more physical NICs and generally the use of additional network
segments or VLANS.

— Single NFS server, IP Aliases

» Advanced feature of NAS storage which allows a single NIC or a group of teamed

NICs (Virtual Interface--or VIF--on NetApp platforms) to have multiple IP
addresses

» To generate NFS traffic across multiple uplinks teamed on a single vSwitch, mount
more than one NFS datastore using more than one IP addresses.

— Multiple NFS servers
» Most costly option. Self explanatory.

» Datastore Configuration
— Single datastore per exported file system / directory

— Multiple datastores per exported file system / directory
» VI3 allows the same file system / directory to be mounted as multiple datastores

» When this capability is leveraged with IP aliasing, physical resources are
aggregated / leveraged.



Setting Up The NAS

» Create Volumes
— GUI or CLI
— Use UNIX permission/volume/qtree type (check this)

* NetApp is multiprotocol which also allows for CIFS access (or
NFS access) directly from virtual machine or physical servers

» Export

— rw=and root=to ESX servers.
* rw only is OK for read only datastores
» Export to all servers in the cluster

— List individual servers by back-end IP or whole back-end

subnet
e Can use hostnames or FQDN if DNS is properly configured
Including hostnames for storage network interfaces



Create A Volume

» FilerView GUI
— Volumes - Add (Follow the wizard)

» Command Line
vol create <volname> <aggregate> <size>
homer> vol create vm nfs aggrO 200g

Creation of volume "vm nfs® with size 200g on
containing aggregate "aggrO® has completed.



Search | About

e "

(0D o Manage QTrees @
¢ Filer .97
» Volumes (7
Add
Manage Add QUTree

Restore View Yolume | All Volumes v

Yolumes —+ Qirees —+ Manage

FlexClone &
Volumes _ - Volume OTree Style Oplocks
* (trees  (7) win_nfs ¥
Add win_w2kZent oold MTFS v
Manage winfstest? MTFS v
— wold Lnix v
o (7] -
Cuotas é woll Lz o

» Snapshots (7

» Aggregates (7
- Delete
* Storage (7)

= Operations Manager (7 Ctrees: 1-5 of 5
a ConanMirear (3 b w

£&] & Internet




Export The Volume

3 http:#/10.41.77.7 - NFS Export Wizard - Microsoft Internet Explorer

NFS Export Wizard

Welcome to the NFS export wizard. You have chosen to add a new export.

Select options to configure for this export. Options which are not selected will

naot apply for this export.

Export Options
[] Actual Path Read-Wite Access
[] Anonymous User ID Root &ccess
[] Read-Cnly Access Security

Cancel ] [ Mext » ]

:Ej Dane ) Internet

X




2 http://10.41.77.7 - NFS Export Wizard - Microsoft Internet Explorer

NFS Export Wizard - Path

Export Path: e )
Enter the path that will be exported to MFS clients. =

< Back ] [ Cancel ] [ Mext >

&) 8 Internet




A http:4710.41.77.7 - NFS Export Wizard - Microsoft Internet Explorer

NFS Export Wizard - Read-Write Access

Read-Write Hosts: @
Enter the hosts which should have read-write access. 192.168.42/24 LIl

] All Hosts

< Back ] [ Cancel ] [ Mext > ]

i@j Done 8 Internet




Export The Volume

<3 http:/110.41.77.7 - NFS Export Wizard - Microsoft Internet Explorer E@@
NFS Export Wizard - Root Access
Root Hosts: @
Enter the hosts which should have root access. 192.168 42.54) [ Add . l
IP Addr of VMKernel
< Back ] [ Cancel ] [ Mewxt > ]
&] Done & Internet




Export The Volume

A http://10.41.77.7 - NFS Export Wizard - Microsoft Internet Explorer g@@
NFS Export Wizard - Security
Security: P
oelect the security flavars which apply for this export.
O Mone

Kerberoswh
Kerberos b integrity
& ||Kerberos wh privacy

< Back ] [ Cancel ] [ Mext » ]

&) Done & Internet




Export The Volume

22 http:#/10.41.77.7 - NFS Export Wizard - Microsoft Internet Explorer E@E|

NFS Export Wizard - Commit

Eelow is a summary of your changes.

idd Export
Path: /vaol/vm nfs

Options:
Fead-Trite Access (192.168.42/24)
Foot Access (192.165.4:2.54)
Jecurity [(svys)

< Back ] [ Cancel ] I Commit

:Ej Done  Internet




o :
NetApp Setting Up ESX

» Enable the NFS client (through security
settings)

» Add VMKernel networking
» Increase NFS Max Volumes if necessary
» Add new NFS datastore



- @ Hosts & Clusters
= [ DataCenter
- [@,|10.59.45.243
3 houwinyml _fcp
5 howwinvmi_iscsi
hiouwinyml _nfs

)
@
3 TopioZ
@O
@

- @ 10.59.53.60
- @ E3dlab
B demo-esx-exchl
(3 demo-es-mssgl
(3 demo-esic-srvi
- @& Meopath
G Winzk-5FU
& Topio
- @ 106116384
3 Demo_Machine
5 linvm
3 winvml

3 winvmi_vmfs

10.59.45.249 ¥YMware ESE Server, 3.0.0,

Aemote Access

By default, remote clients are prevented from accesszing services on thiz host, and local clientz are prevented from

accezsing ervices on remate hosts.

To provide access o a service or client, check the comesponding box. Unless configured otherwize, dasmaons wil
start automatically when any of their portz are opened and stop when all of their portz are clozed,

Hardware

Processars

Mernary

Metworking

Mebwork Ada

Storage {SCSI, SAM, and NFS)

Storage Adapkers

pters

Software

LS and Roul

Advanced Sel

Licensed Features

X Q/
“irtual Maching/Atartup)shukdown

v Security Profile

System Resource Allocation

things

Label

Required Services
Secure Shell

Incorming Porks

Qukgaing Ports

Prokocaols Daeman

D 55H Clisnt 22 TR ILTE

55H Server 7z TCP Running

Simple Network Management Protocol

D SMMP Server 161 162 [l ILTE

Ungrouped

CIM SLP 427 427 uoP, TCP RTE

D WM Server 5900-5964 TR ILTE

Wiware YirkualCenter Agent a0z DP LT

D Commbyaulk Cynamic ge00-3519 S600-3619 TP T

MFS Clignt 111,2049 UDP,TCP  Mja

D Tivoli Storage Manager Agent 1500 1500 TCP ILTE

D SME Client 137-139,445 TP LT

ZIM Server 59558 TP ITE

D CarnmYaulk Skatic a400-5403 5400-5403 TR ILTE

CIM Secure Server 5959 TCP RIES

Wiware License Client 27000,27010 TCP IRTE

D Symantec Backup Exec Agent 10000-10200 TCP ILTE

Software iSCST Client 3260 TP LT

D Symantec MetBackup Agent 13732,13783,1372... TCP RTE

D FTP Client 21 TCP ILTE

EMC AAM Client 2050-5000,3042-3,,,  2050-5000,5042-53045 TR, LUDP ILTE

O Telnet Client 23 TCP MiA

O FrPserver 21 TCP i

O IS Client 111,0-85535 UDP,TCP  MJA

D MTP Clignt 123 DP Stopped
[o]'4 | Cancel | Help




Add VMKernel Networking

% Add Network Wizard

Connection Type
Metworking hardware can be partitioned to accommodate each service requiring conneckivity,

Connection Type

Mebwork Access Connection Types
Connection Sektings

Surnrnary

" ¥irtual Machine
fdd a labeled network to handle wirtual machine netwaork traffic,
{* ¥Mkernel
The ¥rMkernel TCPIP stack handles traffic for the Following ESX services: WMokion, iSCSI, and MFS.

(" Service Console

Add support For host management traffic.

Help | = Back Mexk = Cancel

v




Add VMKernel Networking

=7 Add Metwork Wizard

¥Mkernel - Metwork Access

Metwork Access

The YMkernel reaches netwarks through uplink adapkers atkached ko wirtual switches,

Connection Tvpe Select which virkual switch will handle the netwaork traffic for this connection.  You may also create a new virkual
awitch using the unclaimed network adapters lisked below,

Connection Setkings
Summary

[~ E@ vmnicl
W EE vmnic3
v EE vmnics

(" Use ySwitcho
[~ E@ vmnicO

" Use vSwitchl

Presview:

{* Create a virtual switch Speed

davn
1000 Ful
1000 Full

Speed
1000 Full

Speed

Metworks

1004177, 1-10.41.77. 254
1004177, 1-10.41.77. 254

Metworks
10.41.77.1-10,41.77. 254

Metworks

Whkarmel Paort
WMkernel 2

e

Physical Adapters

ey

o vronic3

L e vmnics

Help |

< Back Mext = Cancel




Add VMKernel Networking

%% Add Network Wizard

¥Mkernel - Network Access

Usze netwark labels to identify YMkernel connections while managing wvour hosts and datacenters,

Conneckion Type
Metwork Access

Connection Settings
aurmary

Pork Group Propetties
Metwork, Label:
YLAM ID (Optional):

IP Setkings

IP Address:

Subnek Mask:

Wikernel Defaulk Gateway:

W
Wkernel Storage| J

‘ [ I,Ise this port group For YMokion

| 192 . 168 . 42 . 53

| 255 .255 .255 . O

| o ; Edit...

=l

Preview:
Whlkernel Port Phusical &dapters ~
YMkernel Storage % —a B vmnic3
192,168.42.53 o vronicS
L7

Help |

= Back

Mext =

Cancel

v




Add VMKernel Networking

% Add Network Wizard

Ready to Complete
Please werify that all new and modified virkual switches are configured appropriatels,

fonnection Type Host netwarking will include the following new and modified wSwitches:
Metwork Access Eracie o
Connection Settings
Summar Uhkemel Port Physical Adapters
. WMkernel Storage & o8- —oBB vinic3
192,168,42.53 LB vmnics

Help | < Back Einish Cancel

Y




Increase NFS.MaxVolumes

» Configuration - Advanced Settings - NFS

» Command Line
# esxcfg-advcfg -g /NFS/MaxVolumes
Value of MaxVolumes is 8
# esxcfg-advcfg -s 32 /NFS/MaxVolumes
Value of MaxVolumes is 32

(%) Advanced Settings for 10.41.77.53 (%]
BufferCache Default size of socket's zend buffer in KB ~
ot Mine 32
Muma
LyM RS 264
VIMFS3
LS MFS. M awvolumes g
Met
Misc M axirnumn number of mounted MFS volumes
Mem -

Mir: 8
Lzer
Zpu b 32
Migrake
MNF5.Heartbeathd axF ailures 3




% Add Storage

Select Storage Type
Do wou wank ko Format a new wvolume or use a shared Folder over the networky

El NAS Storage Type
Metwork, File System
Feady to Complete " Disk/LUN

Choose this option if wou want to create a datastore or other volume on a Fibre Channel,
i5C51 or local SCSI disk,
{* Metwork File System

hoose this option if vou want to use a shared folder over a network, connection as if it
were a ¥Mware datastore,

Help | = Back | Mext = I Cancel




Add New NFS Datastore

» Configuration - Storage > Add Storage > NFS

» Datastore Name (akin to a mount point)

— Must be the same name on all ESX hosts in the cluster
(VMotion and HA requirement)

% Add Storage

Locate Metwork File System
\Which shared Folder will be used as a VMware datastore?

= MAS

= Properties
MNetwork File System
Feady to Complete Server! |192 168,477
Examples: nas, nas.it.com or 192.168.0.1
Folder ],fvu:ul,l'vm_nfs

Example: fvolsfvoldfdatastore-001
[ Mount MFS read anly

Datastare Mame

vm_nfs

Help | = Back | Mext = I Cancel




» Snapshot Copies are first defense

— Use VMware snapshots to quiesce, then storage
snapshots

— Scripts available to automate

» Next, back up off storage
— NDMP (Network Data Management Protocol)

 Back up to tape (and other media) directly from
NAS

— Backup proxy server
 VCB does not support NFS

« Same functionality can be provided with Linux
backup proxy



Linux— Loopback Mount NTFS

» Mount the NFS export on the Linux server.
# mount 10.41.77.76:/vol/vm_nfs /mnt/vm_nfs

» Mount the VMDK as a loopback mount specifying the starting offset and
NTFS file system type.

# mount /mnt/vm_nfs/.snapshot/hourly.0/peternfs/peternfs-flat.vmdk

/mnt/vmdk

-0 ro, loop=/dev/loop2,0ffset=32768 -t ntfs

» Access NTFS from Linux!
# cd /mnt/vmdk

# Is -1

-r——————— 1
-r——————— 1
-r——————— 1
dr-X------ 1
-r——————— 1
-r——————— 1
—r——————— 1
dr-x—--—-—- 1
dr-X------ 1

root
root
root
root
root
root
root
root
root
root

root
root
root
root
root
root
root
root
root
root

0

210

0]

4096
47772
295536
805306368
4096

0

65536

Sep
Dec
Sep
Dec
Mar
Mar
Mar
Sep
Dec
Mar

11
18
11
18
25
25
13
11
19
13

2006
21:00
2006
21:10
2005
2005
16:42
2006
00:35
17:41

AUTOEXEC . BAT

boot. ini

CONFIG.SYS

Documents and Settings
NTDETECT .COM

ntldr

pagefile.sys

Program Files

temp

WINDOWS



Restore From Snapshot Copies

» Copy snapshot vmdk back over corrupted vmdk
— Simple and works ...
— ... but results in I/O and takes time.

» Use Instant restore feature (if available)
— SnapRestore (single vmdk or whole datastore) on NetApp

» Recover individual files from vmdk

— Connect snapshot VMDK (or clone) to original VM or recovery
VM

— Copy missing/corrupt files



Beyond Backup = DR

» Use NAS server features for replication, D2D,
cloning

» NetApp
— SnapMirror for DR replication
— SnapVault for disk to disk backup
— FlexClone for instant cloning (Smart Copies)

» NAS simplicity over LUNS/VMFES

— No resignaturing to use datastore snapshot!
o Just specify different datastore name

—(You can call it snap-00000001-mynfs if you
like!)



RTP, North Carolina Houston, Texas

. Front View

T T@:
P RS GRS AR R
hmm

ESX Server 3.0.1 ; :
HP Proliant DL585 G1 : : Virtual Infrastructure Client

8 CPU x 2.4 GHz AMD Opteron 880 g Version 2.0.1
32 GB RAM : : -
FAS3070
8 GB Cache : : Virtual Infrastructure Server
(4) 1 Gb NICs E : Version 2.0.1
(28) 300GB 10k RPM Disks : . _
2 RAID-DP Sets, 1 HotSpare AN+ Elil

e : : Intel Xeon CPU 2.8 GHz
=il @ -

ESX Server 3.0.1

IBM xSeries 346
2 CPU x 3.2 GHz Intel Xeon
2 Gb NICs




Sample Performance Data

IOPS for Single Windows 2003 Virtual Machine Running SIO on
Single NFS Datastore

16000

» Mixed workload generation for |
single virtual machine on

| Sequential Write

S | N g I e N FS d at aStO re 10000 O Sequential Mixed

0 Random Read

8000 m Random Write

} VM Detai I S 6000 - @ Random Mixed

m Random Mixed

. s tial Read
— Win 2003 SP1 a scqvenial Fess

— 4 CPU T

— 4096 MB mem
» Workload Detalls

IOPS

Throughput for Single Windows 2003 Virtual Machine Running SIO
on Single NFS Datastore

120000
— Random: 8K

. 100000 @ Sequential Read
Seq ’ 32 K < | Sequential Write
_ 1 6 St reams 2 80000 O Sequential Mixed

% 0O Random Read

§ 60000 +— m Random Write

g: @ Random Mixed

§ 40000 1| m Random Mixed
= O Sequential Read
m Sequential Read

20000 +—

0




¢

NetApp' | Sample Performance Data

IOPS for 4 Windows 2003 Virtual Machines
Running Concurrent SIO Workloads to 4 NFS Datastores

20000 @ Workload m Sequential Read
» Mixed workload generation for 2% [ o He e e
multiple virtual machines _ _
. . 14000 m Random Mixed O Random Mixed
Elestldltng on mU|t|p|e NFS 12000 m Sequential Read m Sequential Read
atastores. "
o
o
» VM Details
— Win 2003 SP1
— 4CPU
— 4096 MB mem
WinVM1 WinVM6 WinVM10 WinVM16 Cumulative
4 Workload Detalls Throughput for 4 Windows 2003 Virtual Machines
— Random: 8K Running Concurrent SIO Workloads to 4 NFS Datastores
— Se(q: 32K
- 16 Streams 290000 @ Workload m Sequential Read
O Sequential Write O Sequential Mixed
» Following two slides depict o m Random Read @ Random Wiite
CPU and network utilizationon & _ B Random Mixed @ Random Mixed 1
ESX server during these tests < m Sequential Read m Sequential Read
% 100000
" 50000 |
0 4

WinVM1 WinV M6 WinVM10 WinVM16 Cumulative
VM



*Single NFS mount point mounted across 4 |IP addresses

System Performance

14000

CPU Capacity 8 x 2.4 GHz / 19200 MHz

12000 AV R 2 AT " WRAJINN N - |

10000 7 —

8000 +

MHz

6000 —

4000 -

2000 =~

2/12/2007 7:14 PM 2/12/2007 7:26 PM 2/12/2007 7:38 PM 2/12/2007 7:50 PM 2/12/2007 8:02 PM

Time

Resource CPU Usage (Average/Rate) - host/user Resource CPU Usage (Average/Rate) - host/system/drivers

Resource CPU Usage (Average/Rate) - host/system Resource CPU Usage (Average/Rate) - host




Comparison Of Protocols For VMware 3.0.1

NetApp' | 4 Virtual Machines Running On 4 NFS Datastores*

*Single NFS mount point mounted across 4 |IP addresses

Network Performance

400000

350000

300000 =

250000 =

=3
& 200000
N4

150000 R | T | R e e | S | R | A -1 N
100000 l ——————— iR iR B — I “Ht+—————————k-H— - -

50000 ==—=—=-m—=-F A \ ¥ SR —NT \ j —————————— -H- 1

‘ VRN A ﬁ~ ALY oAl A
| |
. U A AT uo R L A A DYAN
2/12/2007 7:14 PM 2/12/2007 7:26 PM 2/12/2007 7:38 PM 2/12/2007 7:50 PM 2/12/2007 8:02 PM
Time
——— Netw ork Data Transmit Rate - vmnic3 Netw ork Data Transmit Rate - vmnicO Netw ork Data Receive Rate - vmnicO = Netw ork Data Receive Rate - vmnic3 = Netw ork Data Receive Rate - vmnic4
Netw ork Data Receive Rate - vmnic7 Netw ork Data Transmit Rate - vmni ic7 Netw ork Data Transmit Rate - vmnic4 Netw ork Usage (Average/Rate)
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BEA Environment

Think liquid.

» Reno Data Center
—13 ESX hosts (growing to 50 in the next 12 months)
— 48 Virtual Machines (growing to well over 250)
— 25 Virtual Desktops (VDI) (Also planned for growth)
— Storage is NetApp FAS940c (Clustered)

— Storage network is done via dedicated Cisco 6506’s
(Fiber) with dual ethernet connections from each
server to the switches



NetApp Infrastructure

Implemented NetApp Architecture — May 2007

BEA Core Data Center

Production DB

s ¢ = . ¢ =

Platform = 960c
Storage = & shelves of 144@ 10K
Usable = Approx. 4TE (nas1) & 4TB (nas2)

Production AP

= ¢ = sy ¢ =

Platform = 940c
Storage = 5 shelves of 144@ 10K
Usable = Approx. 2TE (nas1) & 3TE (nas2)

—

Development/Validation Filers

!_._ r—E i_._ r—E

Platfarm = 940c
Storage = 6 shelves of 300@ 10K
Usable = Approx. 7TE per head

Bus' Cont’ Filers - {MC)

(IS & (TR

Platform = 3070c
Storage = 12 Shelves of 144@ 10K
Usable: Approx. 8TB per head

Backup / Mearstore

e F]
Platform = R200 / 3070
Storage = 3206 & 500G Drives
Usable = Approx, 55TB

Storage = Gradually increase
storage to 168TE RAW
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Think liquid.

Platform = 270
Storage = 2 shelf of 300@ 10K
Usable = Approx. 5 TB

Total NetApp Storage
Currently ~103TB
To grow well over

~250T8B

Legend
Mew Hardware
Existing Hardware

Production
Bus" Cont'

Backup
IT Test / Burn in
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BEA Core Datacenter

Snapmirror/Snapvault Flow Chart
As Implemented — May 2007

I DB Filers Development/\Validation Filers AP Filers
I rmdbnas1,mdbnas2 rmdevnas1;mdevnas2 rnapnasi;mapnas2
[

| Tl =i T E y TR ¢ TRV i T

- ¢ - ¢ EE —— = 1 . = ] - ¢ E - ¢ Em
Ad-hoc snapmirrors Ad-hoc snagmirors Data T Volume

I Data Type (Volume) from the MCpand BC from the MC and BC et !

BC = 60 snapshots ] files for testing files for testing AR AP

I locally (script) De Files Files Files

Snapyault
I Snaphirror

Application Files |

DE Files DB Archive Logs Every Four Hours
Snapmirror Snapmirror
Every 2 hours Evary 15 minutes
Initiated by Seript Initiated by sm.conf
| Bus’ Cont’ Filers
I SOX mmdrnas 1 ;rnmdrnas2
Oradata & Arch & Other data = snapvault once a day = - = = Snapmirror Bus
Bin = snapvault onca a week {[I[I[ ) II}—([[II ]l]] cm-lgpikrs{mcj
to RWC
l NON-S0X
Oradata & Arch & Other date= snapvault once a day
I Bin = snapvault once a week
Snapmirror
Every 2 hours
l Initiatad by sm conf I

Snapmirror

Backup to Disk via NFS

I
I NBU Catalog over NFS ,n,ﬁftgjii ey e |
I (replicated to RWC) |
I Snapwvault Retention Legend

Batﬁ;-”;ﬁﬂ;é’at: SOX = sv_weekly — 52 snaphots (1 year) p  Snapmircor |

| Pl aEsmaly SOX = sv_daily — 90 snapshots (3 months) == Snapvault
NONSQOX_MC = sv_daily — 90 snapshots {3 months) = MFS I

| NONSOX_BC = sv_daily — 60 snapshots (2 months) - grﬂeiléﬂlop
o — s — s — OTHER_DATA =sv_daily —7 snapshots (1week) | 112 gadup 1
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How We Back Up (Cont.) "fllﬂa

BEA RWC DATACENTER Thinkliquid.”
Snapmirror/Snapvault Flow Chart
As Implemented — May 2007

DR Filers
rwedbnas 1 rwedbnas2

(LIS

BEA Core Datacenter

e Snapmirror
MC Data

Bus’ Cont' Filers
mmdrnas1;rnmdrnas2

I
|
(LILIEALD) & (TLLTEEIT)
|
|
I

Snapmiror
Every 2 hours DR Nearstore
Initiated by sm. conf rwcbkarc

DB Aschive Logs
Snapmirror
Every 15 minutes

Initiated by sm.conf Offsite Backup

Snapvault Retention

Nearstore | SOX =sv_weekly — 52 snaphots (1 year)
rnbkarc1 | S0X = sv_daily — 90 snapshots (3 months)
) NONSOX_MC = sv_daily — 90 snapshots (3 months)
| Snapmirror NONSOX_BC = sv_daily — 60 snapshots (2 months)
- All Snapvault Data (NetApp Data) OTHER_DATA = sv_daily — 7 snapshots (1 week)
| - NBU Catalog
- NBU backup data (TAR files) Legend
| Snapmirror =) Snapmirror
Once a day = Snapvault
_I Initiated by sm.conf = NFS
— — — — — — —aa Production
- Bus” Cont’
== Backup
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File Edit Wiew Inventory Administration Help

8 7

Events

77

[reentam Scheduled Tasks

Admin

&

taps

« » & &

= [ Datacenters
B [y BEA
|ﬁ Maon-Prod Environments (AMD)
|fh Mon-Prod Environments (Inkel Quad Core)
|fh Mon-Prod Environments (Inkel)
=i ﬁh Production Environments (AMD)
[ remvx01.bea.com
[ remvx02.bea.com
[ remvx03.bea.com
[ remvx04.bea.com
i@ Production
@& Staging
i YDLEnvironments (AMD)

reimyx01.bea.com ¥Mware ESX Server, 3.0.1, 42829

Summary | Yirtual Machines | Perfomance - B ieBET0] vents | Alams | Pemissions
Hardware Storage Refresh
Pracessors Tdentification | Device | Capacity Free | Tvpe |
Mermory B vmware_stg 10,160,100,13: Pvaljvmware_stg 160,00 GB 42.33GE rfs |
. (SC5L, 5AM, and NFS) B rebvadi_local vihbal:0:0:7 120,25 GB 11964 GB wifs3
3
orege s, oA, &n B viware_prod 10,160,100, 13:valfsmware,_prod 260,00 GE 165.00GB ns
Mekwarking
Storage Adapkers
Metwork Adapters
Software
Details
Licensed Features
. vmware_stg 160,00 GE Capacity
DN5 and Routing Server:  10.160.100.13
Wirtual Machine StartupShukdown Folder: fralfvmware_stg 17.17G8 W Used
. . 42.83GB [ Free
Security Profile
System Resource Alacation
fdvanced Settings
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» Hardware:

— Make sure your ESX server hosts are certified per the VMware
Hardware Compatibility List (HCL)

— Use the same chipset architecture (i.e. all AMD or all Intel) in
the cluster for VMotion compatibility

— When using NIC teaming, be sure that physical connections
are on separate switches and the standby NIC provides
hardware layer redundancy

— Be sure not to over commit resource allocations across VM’s

— Size CPU, memory and disk conservatively for the initial
rollout and ‘tune-down’ based upon ‘real-world’ workloads

— Use SAN/NAS Mass Storage for all VM'’s



Think liquid.

» Network:
— Implement VLAN tagging and trunk physical network switches

— Make sure your network switching infrastructure has enough
capacity (e.g., uplinks, GigE) given collapsed workloads

» Virtual Center:
— Use Virtual Center for virtual machine administration and
capacity planning benefits
— Make sure Virtual Center uses a ‘mission-critical’ RDBMS
(SQL, Oracle, etc) during installation since VMware doesn’t
provide easy porting tools for the embedded MSDE database

— Use Centralized License server for ease of license
administration



Think liquid.

» Training & Support:

— Purchase VMware Platinum Edition for the VMotion feature set
(no downtime for scheduled outages, DRS resource
scheduling benefits, etc)

— Commit to either direct VMware support or ISV indirect
VMware support - - you don’t want to have a mixture of both

— Really read the technical whitepapers on the VMware web site
— Use Technical Support for troubleshooting problems
— Send your System Administrators to official VMware training

— Educate business and technical personnel on virtualization
benefits to remove organizational obstacles/boundaries
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» Quickly take a consistent point in time copy of the ‘quiesced’ guest
OS using NetApp Snapshot copies
(NOTE: takes just a few seconds for tens of gigabytes of data)

» Support for both iISCSI & NFS on the same NetApp storage system

» Lower Storage Administration & Network support costs using
IP-based protocols

» Improve Guest OS application recovery point objectives using
NetApp SnapMirror for off-site disaster recovery

» Mass storage enables the use of VMotion for ‘zero-outage’
scheduled hardware maintenance

» Tapeless Back-up Rocks!



Conclusion

» NFS is a viable shared storage protocol for VI3
environments
— Flexible
— High-performance
— Reliable
— Scalable
— Simple
— Cost-effective



References

» VMWorld 2006 Storage presentations
— http://len.wikipedia.org/wiki/Network File System %?28protocol%29

» O’Reilly Managing NFS and NIS

» Technical Report: Using the Linux® NFS Client with Network
Appliance™ Storage
— http://lwww.netapp.com/library/tr/3183.pdf

» Network Appliance™ and VMware ESX Server 3.0 Storage Best Practices
— http://lwww.netapp.com/library/tr/3428.pdf

» NetApp stencils are on VisioCafe.Ca


http://en.wikipedia.org/wiki/Network_File_System_%28protocol%29
http://www.netapp.com/library/tr/3183.pdf
http://www.netapp.com/library/tr/3428.pdf
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NetApp' Questions?

» Session ID: IP43

» Session Title: Building Virtual Infrastructures with
Network Attached Storage

» Speaker Name: Peter Learmonth and Kim Weller
» Speaker Company: Network Appliance
» Special Guest: Bud James, BEA

» For more information ... visit the NetApp booth or
http://Iwww.netapp.com/solutions/infrastructure/server
-virtualization/vmware.html



http://www.netapp.com/solutions/infrastructure/server-virtualization/vmware.html
http://www.netapp.com/solutions/infrastructure/server-virtualization/vmware.html
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