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What is ULP?
• Unified LUN Presentation
• The intent of ULP is to make all LUNs in the system accessible 

through all ports on both Control Units
• ULP appears to the host as an active-active storage system 

where the host can choose any available path to access a 
LUN regardless of vdisk/LUN ownership 

• Uses the T10 Technical Committee of INCITS*
Asymmetric Logical Unit Access (ALUA) extensions, in SPC-
3**, to negotiate portals (paths) with aware host systems. 
Unaware host systems see all paths as being equal
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ULP basic overview
• ULP presents all LUNS to all host ports

− Eliminates need for CU interconnect path (PBC)
− Presents the same (single) WWNN for both CUs

• There is only one LUN name space (0-255)
− No duplicate LUNs allowed between controllers
− Either controller can use any unused logical unit #

• ULP recognizes which paths are “preferred”
− The preferred path indicates which is the owning controller, 

per ALUA specifications
− “Report Target Port Groups” identifies preferred path
− Performance is slightly better on preferred path
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ULP design
• Underlying concept is still vdisk ownership 
• Vdisk ownership is transparent to host system
• ULP keeps the raid & disk firmware intact

− No changes to raid and disk backend operation

• Host & cache firmware modules updated for ULP
− Host module presents all LUNs on all ports
− Data path routing modified at host and cache level
− Cache mirrors write AND read operations
− Owning controller always does I/O to disk
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ULP – Write I/O processing
• Write command to controller A for LUN 1 owned by CUB:

− The data is written to CUA cache and broadcast to CUA mirror
− CUA acknowledges I/O completion back to host
− Data written back to LUN 1 by CUB from CUA mirror

A read cache

B read mirror

B write mirror

A write cache

Controller A Controller B

LUN 1
B Owned

A read mirror

B read cache

B write cache

A write mirror
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ULP – Read I/O processing
• Read command to controller A for LUN 1 owned by CUB:

− CUA asks CUB if data is in CUB cache
− If found, CUB tells CUA where in CUB read mirror cache it resides
− CUA sends data to host from CUB read mirror, I/O complete
− If not found, request is sent from CUB to disk to retrieve data
− Disk data is placed in CUB cache and broadcast to CUB mirror
− Read data sent to host by CUA from CUB mirror, I/O complete

A read cache

B read mirror

B write mirror

A write cache

Controller A Controller B
A read mirror

B read cache

B write cache

A write mirror

LUN 1
B Owned
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ULP – all LUNs presented to all

A

B

A0 A1

B0 B1

• LUNs 0-4 are available on all 4 host ports
• Multi-Path software sees 2 instances of LUNs
• RTPGs indicate “preferred” paths to MPIO software
• LUNs 0,2,4 preferred path is A0
• LUNs 1,3 preferred path is B0
• MPIO defaults to round robin I/O pattern, may be changed 

to take advantage of preferred paths

LUN 0
A Owned

LUN 4
A Owned

LUN 3
B Owned

LUN 2
A Owned

LUN 1
B Owned

LUNs 0-4
LUNs 0-4
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ULP – all LUNs presented: failover

LUN 0
A Owned

LUN 4
A Owned

LUN 3
B Owned

LUN 2
A Owned

LUN 1
B Owned

A

B

A0 A1

B0 B1

• CUB fails, vdisk ownership transfers to CUA
• Same single WWN is presented 
• All LUNs still presented through CUA
• MP software continues uninterrupted I/O
• Surviving controller reports all paths as preferredLUNs 0-4

LUNs 0-4
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